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I
f we must summarize the IPCC-reports in one paragraph, it might sound like this: Climate 
change is happening at an increasingly rapid pace. Current warming is unprecedented in 
at least 125,000 years and the current CO2 concentration is unprecedented in at least two 
million years. CO2 and other greenhouse gases have caused all or most of the warming since 
1850. As a result, some changes, like sea level rise, are already irreversible for centuries to 
come. Climate change is already making the weather more extreme. Around half of the global 
population is very vulnerable to climate change. Only urgent climate action, i.e., reducing CO2, 

methane, and other greenhouse gases, can secure a liveable future for all. Luckily, renewable ener-
gy has become much cheaper in the past decade, so we can do it.

Some sentences here are paraphrased, but others are literally from IPCC text. An even shorter 
summary would be this: the current warming is unprecedented, is caused by us, it is very danger-
ous, and we should stop it by reducing our CO2 emissions, preferably by enhancing the production 
of renewable energy.

From the IPCC website: 

Created in 1988 by the World Meteorological Organization (WMO) and the United Nations 
Environment Programme (UNEP), the objective of the IPCC is to provide governments at all 
levels�with�scientific�information�that�they�can�use�to�develop�climate�policies.�IPCC�reports�
are also a key input into international climate change negotiations. The IPCC is an organization 
of governments that are members of the United Nations or WMO. The IPCC currently has 195 
members. Thousands of people from all over the world contribute to the work of the IPCC.

The role of the IPCC is laid down in its procedures.1 Here is the most relevant one (our bold): 

The role of the IPCC is to assess on a comprehensive, objective, open and transparent basis 
the�scientific,�technical�and�socio-economic�information�relevant�to�understanding�the�scientif-
ic basis of risk of human-induced climate change, its potential impacts and options for adapta-
tion and mitigation. IPCC reports should be neutral with respect to policy, although they may 
need�to�deal�objectively�with�scientific,�technical�and�socio-economic�factors�relevant�to�the�
application of particular policies.

The IPCC can also be seen as a “knowledge monopoly” and as such it suffers from the same dan-
gers as any other monopoly. The well-known Dutch (climate) economist Richard Tol, who contrib-
uted to several IPCC reports, but was not invited to work on AR6, after he criticized and left the 
author team of the AR5 Working Group 2 (WG2) Summary for Policy Makers report in 2013.2 He 
wondered how you could regulate such a knowledge monopoly.3 In his abstract, Tol described the 
IPCC process in the following way:

The Intergovernmental Panel on Climate Change has a monopoly on the provision of climate 
policy advice at the international level and a strong market position in national policy ad-
vice. This may have been the intention of the founders of the IPCC. I argue that the IPCC has a 
natural monopoly, as a new entrant would have to invest time and effort over a longer period 
to perhaps match the reputation, trust, goodwill, and network of the IPCC. The IPCC is a not-
for-profit�organization,�and�it�is�run�by�nominal�volunteers.�It�therefore�cannot�engage�in�the�
price-gouging that is typical of monopolies. However, the IPCC has certainly taken up tasks 
outside its mandate. The IPCC has been accused of haughtiness. Innovation is slow. Quality may 
have declined. And the IPCC may have used its power to hinder competitors. [These] are all 
things that monopolies tend to do, against the public interest. The IPCC would perform better 
if it were regulated by an independent body which audits the IPCC procedures and assesses its 
performance; if outside organizations would be allowed to bid for the production of reports 

1 https://www.ipcc.ch/site/assets/uploads/2018/09/ipcc-principles.pdf
2 https://www.bbc.com/news/science-environment-26655779
3 Tol, Richard S j (2011) Regulating knowledge monopolies: The case of the IPCC. Climatic Change, 108 (4). pp. 827-839. ISSN 0165-0009
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and the provision of services under the IPCC brand; and if policy makers would encourage 
potential competitors to the IPCC.

This was written by Tol in 2011, a year after the InterAcademy Council (IAC) investigated the IPCC 
process, after errors in the IPCC AR4 report received a lot of attention in the media.4 The most 
striking error was the claim in the AR4 WG2 report that Himalayan glaciers would be completely 
gone in 2035, a claim the IPCC later admitted was unfounded.5

The IAC made several recommendations. In our (i.e., Clintel’s) view a key IPCC problem is group-
think. The IPCC tends to invite only those scientists that strongly agree with claims in earlier IPCC 
reports, i.e., that current warming is unprecedented, caused by greenhouse gases, and is danger-
ous. Then they write the same conclusion in the next report. Big surprise. 

The IAC review was quite clear about dealing with a range of views (page 17-18, our bold):

Handling the full range of views
An assessment is intended to arrive at a judgment of a topic, such as the best estimate of 
changes�in�average�global�surface�temperature�over�a�specified�time�frame�and�its�impacts�
on the water cycle. Although all reasonable points of view should be considered, they need 
not be given equal weight or even described fully in an assessment report. Which alternative 
viewpoints warrant mention is a matter of professional judgment. Therefore, Coordinating 
Lead�Authors�and�Lead�Authors�have�considerable�influence�over�which�viewpoints�will�be�
discussed in the process. Having author teams with diverse viewpoints is the first step 
toward ensuring that a full range of thoughtful views are considered.
Equally important is combating confirmation bias—the tendency of authors to place too 
much weight on their own views relative to other views (Jonas et al., 2001). As pointed out 
to the Committee by a presenter and some questionnaire respondents, alternative views are 
not always cited in a chapter if the Lead Authors do not agree with them. Getting the balance 
right is an ongoing struggle. However, concrete steps could also be taken. For example, chap-
ters could include references to all papers that were considered by the authoring team 
and describe the authors’ rationale for arriving at their conclusions.

In this book we will show that not only did the IPCC not follow this recommendation, it did the 
opposite. It went to great lengths to exclude “diverse viewpoints” to draw its often alarmist con-
clusions. We will show that one well-known scientist, Roger Pielke Jr., whose work is relevant for 
many chapters, is treated by the IPCC as a ‘Voldemort’, the Harry Potter villain ‘whose name shall 
not be named’.6 Indeed, as we document in several chapters of this book, the IPCC avoids men-
tioning his work, so they can draw opposite conclusions. Pielke told us that a U.S. IPCC contributor 
literally told him that “he would never be involved in IPCC”. 

Other well-known sceptical scientists, like Richard Lindzen, John Christy, and Roger Pielke Sr (yes, 
the father of Jr) have contributed or tried to contribute to earlier WG1 reports but were disap-
pointed about the process and decided not to spend their energy on it anymore. A pity, because if 
the IPCC author teams would recruit scientists with diverse viewpoints, a lot of the shortcomings 
that we document in this book could have been prevented. The conclusions of the IPCC reports 
would be radically different though, and far less apocalyptic. 

This book is written by scientists and experts who were not directly involved in the writing of the 
IPCC reports (although some have been “expert reviewer” of one or more IPCC reports) and who 
are experienced with the underlying climate science literature. We investigated if the IPCC fol-
lowed their own principles. Are the reports and its claims really based on a comprehensive review 

4 https://archive.ipcc.ch/organization/organization_review.shtml
5 https://www.theguardian.com/environment/2010/jan/20/ipcc-himalayan-glaciers-mistake
6 This is going on for a long time. Here an example by andrew Revkin in 2012: The Superstorm and Humanity’s disaster blind Spot - The 

New york Times (nytimes.com)

https://archive.nytimes.com/dotearth.blogs.nytimes.com/2012/10/31/on-sandy-and-humanitys-blah-blah-blah-bang-disaster-plans/
https://archive.nytimes.com/dotearth.blogs.nytimes.com/2012/10/31/on-sandy-and-humanitys-blah-blah-blah-bang-disaster-plans/
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of the literature? Are the conclusions unbiased, objective and the methods of reaching them trans-
parent? The short answer to these questions is a very clear “no”. 

The book is divided into four parts. Part 1 deals with observations, starting at the end of the last 
ice age (the start of the Holocene) all the way to the current modern warming period. Part 2 looks 
at causes of climate change, including the role of the sun and the effect of additional greenhouse 
gases. Part 3 examines the scenarios used by the IPCC especially the most extreme one, the so-
called RCP8.5 or SSP5-8.5 scenario. In part 4 we delve into the impacts of climate change, mainly 
on humans. Parts 1 to 3 of the book discuss the Working Group 1 report (WG1) of AR6 while part 
4 deals with the Working Group 2 report (WG2). 

Erasing climate history

In AR6, the IPCC makes the remarkable claim that “global surface temperatures are more like-
ly than not unprecedented in the past 125,000 years.” This claim erases the so-called Holocene 
Thermal Maximum, sometimes called the Holocene Climatic Optimum, terms that are avoided by 
the�IPCC.�The�IPCC�flattens�our�climate�history�thereby�making�the�current�warming�look�“unprec-
edented” and therefore “unique”. But is this realistic?

The Holocene Thermal Maximum is well documented in the literature and can be considered a 
period that extended from c. 9800-5700 before present (BP7) when temperatures varied consider-
ably in many parts of the globe and maximal Holocene temperatures were reached in many areas, 
but often at different times. As the Spanish scientist Javier Vinós, author of the recent book Climate 
of the Past8, notes in Chapter 1:

Multi-proxy reconstructions are useful, but biases and unavoidable limitations of the technique 
result in their inability to answer the IPCC question: Was the last decade the warmest the plan-
et has been during the Holocene? 

As Vinós explains a multi-proxy reconstruction is very dependent on researcher’s choices, starting 
with the proxies included and excluded, whether land and marine proxies are representative of 
temperatures in the area, and what their respective weight should be in the mix. Attempting to 
measure the average temperature of the planet with a few hundred low-precision uncalibrated 
proxy thermometers that provide a reading once a decade to once a century or two at best is a 
laughable task. Comparing the resulting global average with our daily modern measurements, 
including satellites and thousands of high-precision calibrated thermometers distributed all over 
the world, including all the oceans, and then declaring we can trust that it is more likely than not 
that the past decade is warmer than any century during the past 12,000 years is an untenable 
claim.9

New hockey stick

A big surprise in the AR6 Working Group 1 report was the publication of a new hockey stick graph. 
The�first�pronounced�hockey�stick�graph�was�published�by�Michael�Mann�in�1998�and�199910 and 
it was heavily promoted in the 3rd IPCC (TAR) report in 2001. 

7 b.P. (before the Present) is the number of years before the present. because the present changes every year, archaeologists, by conven-
tion, use a.d. 1950 as their reference.

8 Vinós, j. (2022). Climate of the Past, Present and future, a Scientific debate. 2nd ed. Critical Science Press
9 Chapter 1: No confidence that the present is warmer than the middle Holocene
10 mann, m. E., bradley, R. S., and Hughes, m. K., 1999, Northern Hemisphere Temperatures during the past millennium: Inferences, uncer-

tainties, and limitations: geophysical Research letters, v. 26, no. 6, p. 759-762.
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Figure 1: The new aR6 hockey stick is shown on the right. On the left is part of aR6 Wg1 figure 2.11a. It shows a temperature recon-
struction by Kaufman et al. (2020) with the uncertainty noted with a red bar at the peak of the Holocene Thermal maximum.  
The uncertainty is as large or larger than the total modern warming.

Hockey stick graphs are used by the IPCC to claim that the current warming is unprecedented in 
the�last�1000�or�2000�years.�Both�the�current�(AR6)�hockey�stick,�and�the�first�one�by�Mann�et�al.�
in 1998 attempt to erase the historically well-documented Medieval Warm Period and Little Ice 
Age. They are trying to send the message that these were only regional phenomena, with little 
consequence globally. 

The�earlier�hockey�stick�was�heavily�criticized�for�major�deficiencies�in�paleoclimatic�proxies,�and�
the statistical methods used to construct it (Soon et al. 200311, McIntyre and McKitrick, 200312, 
200513; McShane and Wyner, 2011a, b14; Montford, 201015). 

According to Stephen McIntyre, the problem with all these reconstructions is more or less the 
same. Authors select proxies from thousands of available proxy series in international databases. 
Most proxies show anything at all raising doubt about their validity as a temperature proxy in the 
first�place.�Authors�then�select�their�proxies,�apply�one�or�more�statistical�methods�to�them�to�end�
up with their hockey stick. The latest incarnation of the hockey stick is examined in more detail in 
Chapter 2.16

In�summary,�we�find�the�claims�by�the�IPCC,�that�current�warming�is�unprecedented�in�the�last�
2000 or even the last 125,000 years, very unconvincing to say the least. There is good evidence 
that both in the last 2000 years as well during the Holocene Thermal Maximum, temperatures 
were similar or higher than during the current warming period. In this case, the IPCC seems to 
act like George Orwell’s ministry of truth, by rewriting earth’s climate history. Moreover, the IPCC 
failed to discuss these issues in a comprehensive and transparent way. Their bias is revealed in 
their choice of what studies they include in the report and what studies they ignore. 

11 Soon, Willie, and Sallie baliunas. “Proxy Climatic and Environmental Changes of the Past 1000 years.” Climate Research, vol. 23, no. 2, 
2003, pp. 89–110. JSTOR, http://www.jstor.org/stable/24868339. accessed 3 apr. 2023.

12 mcIntyre, S., and mcKitrick, R., 2003, Corrections to the mann et al. (1988) proxy data base and northern hemispheric average tempera-
ture series: Energy & Environment, v. 14, no. 6, p. 751-771.

13 mcIntyre, Stephen and Ross mcKitrick (2005a) “The m&m Critique of the mbH98 Northern Hemisphere Climate Index: update and 
Implications.” Energy and Environment 16(1) pp. 69-100; (2005b) “Hockey Sticks, Principal Components and Spurious Significance” 
geophysical Research letters Vol. 32, No. 3, l03710 10.1029/2004gl021750 12 february 2005.

14 mcShane, b. b., and Wyner, a. j., 2011a, Rejoinder: The annals of applied Statistics, v. 5, no. 1, p. 99-123. -, 2011b, a statistical analysis 
of multiple temperature proxies: are reconstructions of surface temperatures over the last 1000 years reliable?: The annals of applied 
Statistics, v. 5, no. 1, p. 5-44.

15 montford, a. W., 2010, The Hockey Stick Illusion, london, Stacey International, 482 p.
16 Chapter 2: The Resurrection of the Hockey Stick
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Global temperature

The Global Mean Surface Temperature (GMST) has become the iconic parameter in the climate 
change debate. It is the measurement of choice when deciding international climate policy, as in 
are we to exceed either the 1.5°C or 2°C target. Even though these targets are arbitrary and politi-
cal17�rather�than�scientific.�Unscientific�as�they�are,�these�targets�dominate�the�scientific�discourse�
about climate change. But is that deserved? How reliable are these temperature measurements 
and are there ‘better’ alternatives? 

Before Andy May delves into detailed discussions18 about the many different temperature data-
sets�and�their�uncertainties,�he�first�puts�the�rise�in�global�average�temperature�of�one�degree�
Celsius since 1850 into perspective. 

Each year the globe experiences temperature swings that are much larger than the one degree 
rise in the annual average temperature seen in the past 170 years. The global average temperature 
of Earth varies over three degrees every year, it is just over 12 degrees in January and just under 
16�degrees�in�July�as�shown�in�figure�2�from�Phil�Jones�and�colleagues�at�the�UK�Met�Office.�The�
Northern Hemisphere average temperature has a larger swing from eight degrees in January to 
over 21 degrees in July, a remarkable change of 13°C in only six months. 

Figure 2: average global surface temperatures from 1961-1990 for the globe (glO), Northern Hemisphere (NH) and Southern Hemi-
sphere (SH) by month. after: (jones, New, Parker, martin, & Rigor, 1999).19

The IPCC appears to agree that GMST is a poor measure of climate change and provides a plot of 
the change in ocean heat content in AR6 on page 350, it is shown below as Figure 3. The steep 
upward slope appears alarming as it moves from 0 to 500 zettajoules. Even the unit “zettajoules” 
sounds scary. But how many zettajoules of energy do the global oceans contain? A staggering 
1,514,000! So, an increase of 500 zettajoules is a change of 0.03% in the global energy content, 
hardly an alarming change. The IPCC avoided giving this important background information.

The steep slopes are an artifact of the scales chosen and the starting point. Figure 4 is more 
meaningful�and�is�roughly�the�same�body�of�water�as�shown�in�the�right�graph�in�figure�3.�The�only�
difference�is�figure�3�is�to�the�surface�and�figure�4�is�from�100�meters�depth�to�2000�meters.

17 https://rogerpielkejr.substack.com/p/the-two-degree-temperature-target
18 Chapter 3: measuring global surface temperature
19 jones, P. d., New, m., Parker, d. E., martin, S., & Rigor, I. g. (1999). Surface air Temperature and its Changes over the Past 150 years. Re-

views of geophysics, 37(2), 173-199. Retrieved from https://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.546.7420&rep=rep1&- 
type=pdf
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Figure 3: Changes in ocean heat content from aR6, Chapter 2, page 350. 

In�figure�4�we�see�a�rate�of�increase�of�about�0.4°C/century.�This�is�less�than�half�that�reported�
for the surface over the past century or so. Reporting the change in ocean temperature is a more 
relevant and understandable way to show recent changes in the climate system, as Roger Pielke Sr. 
wrote in 2003.20 When interested in global warming or cooling one should look at the ocean heat 
content. 

Figure 4: average temperature for the world ocean from 100 to 2,000 meters. data from jamSTEC.

20 Pielke Sr., r. (2003, march). Heat Storage within the earth System. bamS, 84(3), 331-335. Retrieved from https://journals.ametsoc.org/
view/journals/bams/84/3/bams-84-3-331.xml
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May concludes by answering questions he posed at the beginning of his chapter. Are the estimates 
of global temperature change since 1850 accurate and comprehensive enough to tell us how 
quickly Earth’s entire surface, including the oceans, are warming? No. Is the global mean surface 
temperature a key indicator of climate change? No,�the�measurements�used�simply�reflect�local�
weather and environmental conditions and are affected by the chaotic conditions at the surface. 
Further, the total change recorded over the past century is too small relative to the basic tempera-
ture measurement accuracy and natural climate variability.

Snow cover

In 2000, Dr David Viner, a senior research scientist at the climatic research unit (CRU) of the Uni-
versity of East Anglia, said that within a few years winter snowfall in the UK would become “a very 
rare and exciting event”. “Children just aren’t going to know what snow is,” he said.21

It’s now 2023 and his prediction didn’t come through. It’s tempting to think that global warming 
will mean less snow. On the other hand, warming could mean more evaporation and more precip-
itation, including in the form of snow. There is no necessary relationship between global average 
temperature and snowfall. 

The�IPCC�decided�to�show�a�snow�trend�graph�only�for�the�month�of�April�(figure�5):

Figure 5: april snow cover extent (SCE) for the Northern Hemisphere. from: aR6, chapter 2.

The IPCC introduced a brand-new dataset that wasn’t even published yet at the time of the Second 
Order Draft, the last version that is seen by reviewers. Not surprisingly, the scientist behind this 
new dataset, Lawrence Mudryk, was also a contributing author of the chapter in the IPCC report. 
This new dataset is a so-called hybrid dataset, it consists of seven different datasets. Some of these 
datasets use measurements, others use models or a combination of models and measurements. 
We tried unsuccessfully to download the different datasets behind this new dataset.22

With the new dataset the IPCC now made the claim that snow cover extent is in decline in all 
months of the year. This is remarkable, because until now, the well-known Rutgers Global Snow 
Map dataset showed increasing snow cover extent during the Fall and Winter.

The IPCC mentions a relevant paper by Connolly et al. but failed to mention its key conclusion, 
namely that climate models are unable to simulate the increasing trend in snow cover in the Fall 
and Winter:23

21 https://web.archive.org/web/20130422045937/http://www.independent.co.uk/environment/snowfalls-are-now-just-a-thing-of-the-
past-724017.html

22 Chapter 4: Controversial Snow Trends, by the Clintel Team.
23 Connolly, et al., 2019, Northern Hemisphere Snow-Cover Trends (1967-2018): a Comparison between Climate models and Observations, 

geosciences, 9, 135, doi:10.3390/geosciences9030135
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Figure 2.22 | April snow cover extent (SCE) for the Northern Hemisphere 
(1922–2018). Shading shows very likely range. The trend over the entire 1922–2018 
period (black line) is –0.29 (± 0.07) million km2 per decade. Further details on data 
sources and processing are available in the chapter data table (Table 2.SM.1).  
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Figure 6: Northern Hemisphere snow cover in autumn/fall and winter. Top panel: observations based on the Rutgers Snow lab data. 
bottom panel: based on CmIP5 simulations. Source of the figure: Connolly et al. (2019).

The IPCC introduced a brand-new dataset far too late in the process. Reviewers were unable to 
check the validity of this radically new dataset. 

The trends in Northern Hemisphere snow cover extent are just one of many examples of biased 
reporting in the IPCC AR6 report. The outcome of the assessment is largely decided when report 
authors are nominated. In this case, the lead author of a key paper, Lawrence Mudryk, was nom-
inated�as�contributing�IPCC�author�and�most�likely�influenced�the�direction�of�the�IPCC�literature�
review in his own favour.

Sea Level Rise

The IPCC’s Sixth Assessment Report (AR6) claims that sea level rise is accelerating. However, the 
evidence for this is rather thin. 

As Kip Hansen points out24, the best available evidence for long-term sea level changes comes 
from tide gauge records. These records typically show remarkably linear behaviour for more than 
a century. The IPCC likes to use satellite sea level measurements combined with a blend of tide 
gauge records to show that sea level rise is accelerating. The IPCC ignores the fact that the rise in 
sea level shows multidecadal variability, probably related to the Atlantic Multidecadal Oscillation. 
A�paper�the�IPCC�itself�frequently�cited�has�this�figure:

Figure 7: Sea level trend based on a so-called sea level budget method model as used in frederikse et al 2020.25 The thick blue line 
is the observed trend and black is the sum of different model components. Orange and red are two important components, they are 
thermosteric (thermal expansion) change and barystatic (the change in seawater mass) respectively.

24 Chapter 5: accelerated Sea level Rise: not so fast
25 frederikse, T., landerer, f. C., Caron, l., adhikari, S., Parkes, d., & Humphrey, V. (2020). The causes of sea-level rise since 1900. Nature, 584, 

393-397. Retrieved from https://www.nature.com/articles/s41586-020-2591-3
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So,�it�is�likely�that�the�IPCC�conflates�their�recent�‘acceleration’�of�the�sea�level�with�this�mul-
tidecadal variability. This should become clear in the next 10 to 20 years. Right now, it is very 
preliminary to claim there is an acceleration of the sea level rise.

In Chapter 1026, Ole Humlum uses the IPCC sea level projection tool,27 which the public can use to 
‘make’ different sea level scenarios for tide gauge stations around the world, to project sea level 
for four Scandinavian capitals and shows us the surprising results. It seems that the IPCC projec-
tions�contrast�sharply�with�observations.�Below,�in�figure�8,�we�compare�the�IPCC�projections�and�
observations for Stockholm, Sweden.

Figure 8: The IPCC projected sea level change versus observations for Stockholm, Sweden.

Only time will tell if the IPCC sea level projections are correct, but they do contrast strongly when 
compared to recent observations. Humlum observes:

It�is�…�extremely�surprising�that�the�modelled�effect�of�this�[change]�should�first�appear�in�
2020 as a rather marked step change in the relative sea level. Had the modellers instead 
modelled their sea level data from an earlier date, e.g., 1950, which would have been entirely 
possible,�the�conflict�between�measured�and�modelled�data�would�immediately�have�become�
apparent.�Usually,�model�improvements�would�then�have�been�initiated�as�the�next�scientific�
step. It is highly disappointing that such a simple quality- or sanity check was apparently never 
requested or performed by the IPCC.

It�seems�that�this�tool�was�not�produced�to�test�the�validity�of�a�scientific�idea.�It�was�instead�an�
attempt to alarm the user.

The Sun’s Role in Climate Change

We start Part 2 on the causes of climate change with Nicola Scafetta’s and Fritz Vahrenholt’s 
chapter on the Sun.28 They point out that the Medieval Warm Period (MWP) and the Little Ice 
Age (LIA) are historically well documented climatic anomalies in the peer-reviewed literature 
from around the world. Historical records of sunspots, auroras, and solar proxies, also document 
significant�changes�in�solar�activity.�The�climate�changes�and�the�solar�activity�changes�correlate�
well.29 Temperatures were relatively warmer during the MWP and solar activity was higher, tem-
peratures were lower during the LIA and solar activity was lower. Common sense suggests there is 
probably some connection between the two.

26 Chapter 10: a miraculous sea level jump in 2020
27 https://sealevel.nasa.gov/data_tools/17
28 Chapter 6: Why does the IPCC downplay the Sun?
29 Connolly et al., R. (2021). How much has the Sun influenced Northern Hemisphere temperature trends? Research in astronomy  

and astrophysics, 21(6). Retrieved from https://iopscience.iop.org/article/10.1088/1674-4527/21/6/131?fbclid=IwaR0u-
5WaRVnugVjj2qeiibyggo0lIxXb9NNzubeqqN-th2Zp1yu8rlOZkrmm
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As Scafetta and Vahrenholt point out, these two well documented periods provide an excellent sci-
entific�blind�test�of�the�solar-climate�connection.�They�list�many�peer-reviewed�studies�that�show�
the close connection between climate changes and solar activity. They correlate well in Spain, 
Portugal, Slovakia, China, Bhutan, and the Canadian Rocky Mountains. During the Wolf, Spörer, and 
Maunder solar minima, the intermediate water layers of the North Atlantic cooled by 2-3°C, while 
the surface water in the tropical North Atlantic off Mauritania cooled by 1°C. On Sakhalin, Russia’s 
largest island, the lowest temperatures were recorded during the Maunder Solar Minimum. In Tas-
mania, Australia, proxies show cold periods during the Spörer and Maunder Solar Minima. Even in 
Antarctica, climate proxies correlate with repeated drops in solar activity.

Similar evidence shows that the Medieval Warm Period, which coincides with a solar maximum, 
was unusually warm around the world. Further, historical records and climate proxies show that 
solar minima and maxima correlate with precipitation around the world, including in the USA, 
Tibet, South America, India, China, Egypt, and elsewhere.

The�first�page�of�Chapter�6�contains�a�quote�from�a�review�paper�by�Connolly�et�al.�(including�
Scafetta) that was published after the IPCC deadline but came to a different conclusion about the 
potential role of the sun in the warming period since 1850. The paper discusses the current uncer-
tainties regarding both solar and climate data, and concludes that the data on past solar activity 
and climate changes: 

“suggest everything from no role for the Sun in recent decades (implying that recent global 
warming is mostly human-caused) to most of the recent global warming being due to changes 
in solar activity (that is, that recent global warming is mostly natural)“.30 

Thus, it appears that the conclusions presented in IPCC AR6 are consistent only with a portion of 
the�published�scientific�literature,�the�portion�that�minimizes�the�role�of�the�sun�so�as�to�maximize�
the anthropogenic component.

The exact mechanisms for the climate/solar correlation are unclear and the chapter lists and dis-
cusses several possible mechanisms. However, the correlation exists and for the IPCC to ignore it, 
and claim that modern climate change is 100% anthropogenic, simply because the solar connec-
tion cannot be explained is unacceptable.

Climate Sensitivity to CO2

One of the most important conclusions of the 6th Assessment Report of the Intergovernmental 
Panel on Climate Change was to reduce the uncertainty in estimates of climate sensitivity to dou-
bling the amount of carbon dioxide in the atmosphere. Since the Charney Report 197931, the like-
ly range (66% chance) of climate sensitivity has been between 1.5°C and 4.5°C. This range has 
remained stubbornly wide, until the IPCC AR6 narrowed the likely range to be between 2.5°C and 
4.0°C.

Andy May discusses the AR6 estimate of climate sensitivity to CO2 in Chapter 7.32 He explains that 
AR6 relied heavily on Sherwood et al. (2020), an important paper (Chapter 7 mentions the Sher-
wood paper 43 times) that was written by the who’s who of the climate sensitivity community.33 
In earlier IPCC reports estimates for climate sensitivity relied heavily on climate model calcula-
tions, but the ‘good news’ is that the Sherwood et al paper, which was the basis for the narrowing 
of the likely range to 2.5°C and 4.0°C, did not. 

30 Connolly et al., R. (2021). How much has the Sun influenced Northern Hemisphere temperature trends? Research in astronomy  
and astrophysics, 21(6). Retrieved from https://iopscience.iop.org/article/10.1088/1674-4527/21/6/131?fbclid=IwaR0u-
5WaRVnugVjj2qeiibyggo0lIxXb9NNzubeqqN-th2Zp1yu8rlOZkrmm

31 Charney, j., arakawa, a., baker, d., bolin, b., dickinson, R., goody, R., . . . Wunsch, C. (1979). Carbon Dioxide and Climate: A Scientific Assess-
ment. National Research Council. Washington dC: National academies Press. doi:https://doi.org/10.17226/12181

32 Chapter 7: misty climate sensitivity
33 Sherwood, S. C., Webb, m. j., annan, j. d., armour, K. C., j., P. m., Hargreaves, C., . . . Knutti, R. (2020, july 22). an assessment of Earth’s 

Climate Sensitivity using multiple lines of Evidence. Reviews of geophysics, 58. doi:https://doi.org/10.1029/2019Rg000678
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The ‘bad news’ is that when independent scientist Nic Lewis redid the analysis of Sherwood et al 
(after�the�deadline�of�AR6)�he�discovered�flaws�in�the�statistics�and�shortcomings�in�the�input�da-
ta.34�Lewis�remedied�these�shortcomings�and�also�revised�key�input�data,�almost�entirely�to�reflect�
more recent evidence. The results of Lewis’ analysis determined a likely range of 1.75 to 2.7oC for 
climate sensitivity. The central estimate from Lewis’ analysis is 2.16oC, which is well below the 
IPCC AR6 likely range. This large reduction relative to Sherwood et al. shows how sensitive climate 
sensitivity estimates are to input assumptions. Lewis’ analysis implies that climate sensitivity is 
more likely to be below 2oC than it is to be above 2.5oC.

The lower estimates of climate sensitivity determined by Nic Lewis have profound implications for 
climate models and projections of warming for the 21st century. Climate models used in the IPCC 
AR6 had values of climate sensitivity ranging from 1.8oC to 5.6oC. The IPCC AR6 judged that some 
of the climate models had values of climate sensitivity that were too high. Hence the AR6 selected 
only the climate models with reasonable values of climate sensitivity to be used in projections of 
21st century climate change. Lewis’ analysis indicates that a majority of climate models used in the 
IPCC AR6 have values higher than the likely range.

May discusses more evidence that the IPCC climate sensitivity is too high and speculates that the 
estimate is too high due to incorrect IPCC assumptions about cloud cover. The IPCC admits that 
a “multitude of studies” imply that the AR6 ECS is too high but ignores the “multitude of studies” 
without explaining why. Or rather their explanation is the IPCC is correct and everyone else is 
wrong.

Are climate models unreliable?

Ross McKitrick shows that the IPCC climate models compute global and tropical tropospheric air 
temperatures too high relative to observations.35 This error appears in the model results from 
every�model�at�a�statistically�significant�level�and�invalidates�the�climate�models.�Since�climate�
model projections are used to compute the future impact of climate change, this result invalidates 
the future projections as well.

Surprisingly, McKitrick found that if the impact of anthropogenic greenhouse gas emissions are re-
moved from the climate models, the results match observations in the tropical troposphere much 
more closely. McKitrick also found that the AR6 model results, which are higher than the previous 
(AR5) results, universally overestimate global�average�temperature�as�shown�in�figure�9�below�for�
the�lower�troposphere.�The�red�dots�and�error�ranges�(95%�confidence�intervals)�are�the�model�
results for 38 models and the blue dots and error ranges are observations from three data sources.

Figure 9: model results in red, and observations in blue, with 95% confidence intervals indicated. The red dot and bar most right is 
the average of all the models. The y axis is the warming trend in °C/decade for 1979-2014 for Earth’s global lower troposphere.

34 climate sensitivity evidence. Climate dynamics. Retrieved from https://link.springer.com/article/10.1007/s00382-022-06468-x?mc_cid= 
6760f55b0f&mc_eid=133f53df

35 Chapter 8: aR6: more confidence that models are unreliable

Trends and 95% CI’s for individual models (red dots and thin bars), CMIP6 mean (red dot and thick bar),
and observational series (blue). Horizontal dashed line shows mean satellite trend.
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As McKitrick tells us in the conclusions of Chapter 8:

If the discrepancies in the troposphere were evenly split across models between excess warm-
ing and cooling, we could chalk it up to noise and uncertainty. But that is not the case: it’s all 
excess warming. The AR5/CMIP5 models warmed too much over the sea surface and too much 
in the tropical troposphere. Now the AR6/CMIP6 models warm too much throughout the glob-
al lower- and mid-troposphere. That’s bias, not uncertainty, and until the modeling community 
finds�a�way�to�fix�it,�the�economics�and�policy�making�communities�are�justified�in�assuming�
future warming projections are overstated, potentially by a great deal depending on the model.

The Climate Change Scenarios

Marcel Crok takes a close look at the CO2 human emissions scenarios used by the IPCC to predict 
future temperatures and climate.36�He�finds�that�the�IPCC�admission�that�the�higher�emissions�sce-
narios, SSP5-8.5 and SSP3-7.0 are unlikely is deeply buried in the report, and unlikely to be read 
by�the�policy�makers.�In�addition,�he�finds�that�significant�and�important�sections�still�emphasize�
these too-high unlikely scenarios, potentially invalidating those sections of the report.

This has serious implications from a policy standpoint. Figure 10 compares the various emissions 
scenarios and the resulting projected temperatures.

Figure 10: Various emissions scenarios projected into the future. This plot is from an article by Hausfather and Peters in Nature in 
2020. The assessments of likelihood on the right are from Hausfather and Peters.

Figure 10 makes it clear that the extreme IPCC emissions scenarios are unlikely and should be 
considered unrealistic, academic extremes. Crok reports that 42% of the AR6 mentions of sce-
narios are of the most unlikely SSP5-8.5 scenario. Given that numerous authors have called this 
scenario “highly unlikely,” this causes AR6 to lose credibility.

Hiding good news on extremes

The�final�part�of�the�report�is�on�the�human�impacts�due�to�climate�change.�It�starts�with�a�chapter�
by Marcel Crok on hiding the good news.37 He points out that AR6 claims that climate is becoming 
more extreme with time, but the data suggests this is not the case in most categories of climate (or 

36 Chapter 9: Extreme scenarios
37 Chapter 11: Hiding the good news on hurricanes and floods.
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POSSIBLE FUTURES
The Intergovernmental Panel on Climate Change (IPCC) uses scenarios called pathways to explore 
possible changes in future energy use, greenhouse-gas emissions and temperature. These depend 
on which policies are enacted, where and when. In the upcoming IPCC Sixth Assessment Report, 
the new pathways (SSPs) must not be misused as previous pathways (RCPs) were. Business-as-
usual emissions are unlikely to result in the worst-case scenario. More-plausible trajectories make 
better baselines for the huge policy push needed to keep global temperature rise below 1.5 °C. 
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more accurately “weather”) events. For example, deep inside the report the IPCC acknowledges 
that�there�is�no�trend�in�tropical�cyclones�and�floods.�Such�extreme�events�cause�about�90%�of�the�
global disaster losses, so it should be regarded as ‘good news’ that they show no increasing trend.

The longest available time series about landfall hurricanes is from the US. Although the graph 
below has been published in a peer reviewed paper it is not shown in any of the IPCC reports:

Figure 11: Number of uS landfalling hurricanes and major hurricanes between 1900 and 2021. updated graph from Klotzbach 2018.38

Global cyclones and U.S. hurricanes are decreasing in frequency and strength in recent decades, 
not increasing. On (hydrological and meteorological) droughts, deep in AR6 WG1 (pages 1578-
1579)�Crok�finds�that�the�authors�have�low�confidence�that�human�activities�have�contributed�
to those droughts at a regional scale. They do conclude that heat waves have increased globally 
since 1950, but the warmest years in the U.S. were in the 1930s, so this may be a result of the time 
period chosen.

Crok points out some serious contradictions between various parts of AR6 on this subject, especial-
ly�between�the�WG1�and�WG2�reports.�The�full�WG1�report�states�that�the�IPCC�has�low�confidence�
that�humans�have�contributed�to�flooding,�yet�the�Summary for Policy Makers (SPM) says the oppo-
site,�they�believe�that�human�influence�has�increased�“compound”�flooding�(WG1�SPM�A.3.5).

Crok concludes that the full AR6 WG1 report, except for the SPM, did a reasonably good job re-
porting on trends in extreme weather, however all the good news is buried and only the bad news 
is brought forward to the Summary for Policy Makers. In WG2 things really get worse, the IPCC 
even contradicts many of its own claims in the WG1 report.

Disaster losses

In the next chapter (Chapter 1239) Crok continues discussing weather disasters and the possible 
attribution, if any, to human activities or emissions. In Chapter 12 he focusses on comparing the 
results of past disasters to today.

During the past century, the global population has increased from 2 to 8 billion people and people 
today�are�much�more�affluent�than�they�were�100�years�ago.�Buildings,�roads,�and�other�infra-
structure destroyed by extreme weather are much more valuable and numerous than in the past. 
Thus, comparing the dollar-to-dollar nominal cost of destruction today to in the past is invalid. 
Present�costs�must�be�adjusted�for�inflation,�population�growth,�economic�growth,�and�affluence.�
The adjustment is called normalization.

38 Klotzbach, Philip j., et al. „Continental uS hurricane landfall frequency and associated damage: Observations and future risks.“ bulletin of 
the american meteorological Society 99.7 (2018): 1359-1376

39 Chapter 12: Extreme views on disasters
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Crok examines the peer-reviewed literature on normalization of disaster costs from their begin-
ning in a landmark paper by Roger Pielke Jr. in 1998.40 Since this paper was written, more than 
50 normalization studies have been published, and the technique has become established and 
routine. All 54 papers, except one, conclude that the costs associated with the extreme weather 
events they studied could not be attributed to human activities. Guess which one of the 54 studies 
is cited in AR6?

The earlier AR5 report acknowledges Pielke Jr.’s conclusions and restates them as follows:

The 2014 IPCC assessment reinforced the conclusions of the IPCC (2012) special report on 
extreme events, providing even stronger evidence: ‘There is medium evidence and high agree-
ment that long-term trends in normalised losses have not been attributed to natural or an-
thropogenic climate change’ and ‘Increasing exposure of people and economic assets has been 
the major cause of long-term increases in economic losses from weather- and climate-related 
disasters�(high�confidence)’�(IPCC,�2014).

So, the earlier reports acknowledged that normalization of costs is needed and the increase in 
nominal costs was largely caused by increased exposure of people and assets. Crok concludes:

with respect to the literature on disaster losses, the latest AR6 WG2 report was neither com-
prehensive, open and transparent (it ignored most of the published literature on the topic), nor 
objective (it cherry picked the few studies that claimed an increase of losses due to greenhouse 
gases while the majority of the published studies show the opposite, no increasing trend after 
normalisation of the data). This is very poor performance by the IPCC.

In this chapter it becomes clear that Roger Pielke Jr is a real ‘Voldemort’ for the IPCC. They do ev-
erything to ignore his work even though it is highly relevant. So, apart from his important review 
article about disaster losses, the IPCC also ignored another of his papers that shows an important 
graph�of�normalized�global�weather�disaster�losses�as�a�percent�of�global�GDP�(figure�12,�below):

Figure 12: Normalised global disaster losses as a percentage of global gdP. Source: updated from Pielke (2019), from Pielke’s website 
here.41

Climate-related deaths

In Chapter 1342, Crok examines UN Secretary-General Antonio Guterres statement that “we are on 
a highway to climate hell with our foot on the accelerator”. He made this claim during his speech to 
delegates of the COP27 conference in Egypt. Is there any truth in the statement?

40 Pielke jr. & landsea, (1998). Normalized hurricane damages in the united States: 1925–95, Weather and forecasting, 13(3).
41 Pielke, R. (2019). Tracking progress on the economic costs of disasters under the indicators of the sustainable development goals.  

Environmental Hazards, 18(1), 1–6. https://doi.org/10.1080/ 17477891.2018.1540343
42 Chapter 13: Say goodbye to climate hell, welcome climate heaven
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It seems there isn’t. Crok explains that Bjorn Lomborg has shown that climate (strictly speaking 
“weather”) related deaths have plummeted in the past 100 years from nearly half-a-million per 
decade in 1920 to a few thousand per decade today.43 An astounding 96% decrease.

Figure 13: Climate and non-climate-related deaths and death risks from disasters 1920–2018, averaged over decades. data comes 
from Em-daT (2019), using floods, droughts, storms, wildfire, and extreme temperatures for climate-related deaths, and earthquakes, 
tsunamis, and volcanos for non-climate-related deaths. Source: lomborg (2020).

Yet, this good news is not to be found in AR6, nor is there any mention of Lomborg’s 2020 paper. 
Although most peer-reviewed papers cannot attribute any extreme weather events to human 
activities, the AR6 Summary for Policy Makers states:

Increasingly since AR5, these observed impacts have been attributed to human-induced cli-
mate change particularly through increased frequency and severity of extreme events. These 
include�increased�heat-related�human�mortality�(medium�confidence)�…�[AR6�WG2�SPM�B.1.1]

This is the opposite of the conclusions reached by most researchers and previous IPCC reports. It 
is also opposite of what is written on page 2435 of the AR6 WG2 report, where we see:

Formetta and Feyen (2019)44 demonstrate declining global all-cause mortality and economic 
loss due to extreme weather events over the past four decades, with the greatest reductions in 
low-income countries, and with reductions correlated with wealth. (AR6 WG2 p 2435)

The deterioration in the quality of IPCC reports, with time, is evident to anyone who has read all 
of�them.�The�first�report�(FAR)�in�1990�was�a�reasonably�fair�assessment�of�climate�science�at�the�
time, but the subsequent reports have become more biased with each passing year. No honest 
assessment of AR6 would conclude it is fair and unbiased, quite the opposite. The problems seem 
to be worse in Working Group 2 than in the Working Group 1 report.

Our summary

We started this summary with how you could summarize the IPCC view on climate change. In this 
book we have shown that many of the important claims of the IPCC – i.e., that current warming is 
unprecedented, that it is 100% caused by humans, that it is dangerous – are all questionable. 

Based on the same available evidence we would phrase a summary in the following way:

43 bjorn lomborg, (2020), Welfare in the 21st century: Increasing development, reducing inequality, the impact of climate change, and the 
cost of climate policies, Technological forecasting and Social Change, Volume 156, 119981, iSSN 0040-1625, https://doi.org/10.1016/j.
techfore.2020.119981.

44 giuseppe formetta, luc feyen, empirical evidence of declining global vulnerability to climate-related hazards, global environmental 
change, Volume 57, 2019, 101920, iSSN 0959-3780, https://doi.org/10.1016/j.gloenvcha.2019.05.004.
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Warming in the Holocene likely peaked during the Holocene Thermal Maximum (9800-5700 years 
before present) after which a slow cooling began, that follows the Milankovitch cycles. The cooling 
climaxed in the Little Ice Age, which was probably the coldest period of the Holocene. Greenhouse 
gases have likely contributed to the moderate modern warming since 1850. It is impossible (and 
also unimportant) to state what percentage of the warming is due to greenhouse gases. Sea level 
started rising in the 19th century and there is no acceleration visible after 1950, the period in 
which the climate is supposedly dominated by greenhouse gases. 

Moreover, most types of extreme weather have not become more frequent or more intense. This 
is�especially�true�for�tropical�cyclones�and�floods,�events�that�cause�the�most�damage�globally.�
 Disaster losses, if normalized for economic development, show a slight decrease since the 1990s. 
Climate-related�deaths�show�more�than�a�95%�drop�since�the�1920s.�This�reflects�increasing�
wealth and availability of technologies that better prepare humanity for disasters. In short,  
a prosperous humanity is largely prepared for climate change and can easily cope with it.

Marcel Crok and Andy May
April 2023
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1 No confidence 
that the present is 
warmer than the 
Middle Holocene
BY JAVIER VINÓS
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The new IPCC report came with the remarkable claim that it is now 
warmer than in the past 125000 years. This would mean it is now warmer 
than during the Mid Holocene, a period that was also relatively warm. 
Javier Vinós investigates the evidence for this and shows that glaciers 
and treelines contradict this evidence. It is more likely that the Holocene 
Thermal Maximum was warmer than it is now.

S
everal of the IPCC’s Assessment Reports have been preceded by controversial new 
past temperature reconstructions. The latest IPCC report, AR6 (WG1), includes the 
surprising new position that present “global surface temperatures are more likely 
than not unprecedented in the past 125,000 years” (IPCC AR6, Gulev et al. 2021; Fig. 
11), and that “it is therefore more likely than not that no multi-centennial interval 
during the post-glacial period was warmer globally than the most recent decade” 
(IPCC AR6, Gulev et al. 2021; 2.3.1.1.2). It is expected that such an extraordinary 

claim, that breaks the tradition of considering the Holocene Thermal Maximum (HTM, previously 
known as the Holocene Climatic Optimum, or Altithermal) the warmest period of the Holocene, 
must be based on extraordinary evidence. However, it is based on the work of a group of authors 
(Kaufman et al. 2020) that have performed a new multi-proxy reconstruction.

Figure 1: Evidence for the IPCC aR6 claim that present temperature is unprecedented in 125,000 years. left, part of aR6 Wg1 figure 
2.11a based on Kaufman et al. 2020 with the uncertainty at the mid-Holocene highlighted with a red bar (added). Right, part of aR6 
figure SPm.1 at the same temperature scale showing that present temperature is included in mid-Holocene uncertainty. The claim is 
based on a statistically weak medium confidence range (grey vertical bar at right figure) from a single multi-proxy reconstruction.

Proxy-Based Temperature Reconstructions

Trying to gauge past global temperatures from proxy reconstructions is a task so full of uncertain-
ties and potential problems that most authors will not attempt it. Proxies do not record tempera-
tures but physical, chemical, or biological processes that are affected by temperature. When con-

1 gulev SK, Thorne PW, ahn j et al (2021) Changing State of the Climate System. In masson-delmotte V, Zhai P, Pirani Sl et al (eds) Climate 
Change 2021: The Physical Science basis. Contribution of Working group I to the Sixth assessment Report of the Intergovernmental 
Panel on Climate Change. Cambridge university Press.

(a) Global surface temperatures are more likely 
than not unprecedented in the past 125,000 years
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verting a proxy into temperature there are many things that can go wrong, and the researcher won’t 
know it. The proxy concentrates into a small interval (e.g., a few cm in a speleothem), non-uni-
formly, what has happened to the proxy at a single location over thousands of years. There are 
uncertainties in the dating of that interval, uncertainties about how other environmental changes 
have affected the proxy over that long time (e.g., how precipitation changes affect tree-ring width), 
uncertainties about a possible proxy non-linear response to temperature changes, the proxy might 
respond to temperature changes at some times and not others (e.g., growing season for plants). 
These are only some of the known unknowns, there are unknown unknowns affecting proxies. 

Even if the researcher does his best there is a great uncertainty in the conversion of the changes 
the�proxy�has�recorded�at�a�specific�location�into�a�set�of�temperatures.�Averaging�several�doz-
ens or a few hundreds of such proxy-derived temperature records from different locations into a 
multi-proxy reconstruction adds new uncertainties. Some proxies record huge local changes that 
might seriously bias the average. For example, the change in the position of the Inter-Tropical Con-
vergence Zone that took place in the Middle Holocene due to changes in insolation, resulted in an 
estimated change of 5°C over the course of a century in a proxy from the West African coast (core 
658C; de Menocal et al. 20002). This is a known case of an extreme local effect, but any multi-
proxy average is bound to include such “locally biased proxies” that unknowingly bias the average 
at different times. 

A multi-proxy reconstruction thus depends greatly on researcher choices. One outstanding exam-
ple is the Holocene temperature reconstruction by Marcott et al. 20133. In his doctoral disserta-
tion (Marcott 20114), Shaun Marcott reconstructed Holocene temperature changes using 73 prox-
ies.�His�reconstruction�displayed�a�weak�uptick�of�+0.2°C�after�1750,�as�his�dissertation�figure�4.3a�
shows (our Fig. 2a). However, when his reconstruction was published in Science just ahead of AR5 
(Marcott et al. 2013), the reconstruction displayed a huge uptick of +0.8°C in the last 250 years, as 
can�be�appreciated�in�their�figure�1c�(our�Fig.�2b).�The�difference�was�the�result�of�decisions�taken�
by Marcott et al. on how to perform the reconstruction from the same proxies. The press release 
by�the�National�Science�Foundation�that�funded�the�study�highlighted�the�magnitude�of�the�final�
warming resulting in the news media transmitting a misleading message to the public (Fig. 2c).

Figure 2: Researchers’ decisions can greatly affect multi-proxy reconstructions. a) The final 2000 years of a multi-proxy Holocene 
global temperature reconstruction, after marcott 2011 doctoral dissertation figure 4.3a. b) The final 2000 years of a reconstruction 
with the same proxies, after marcott et al. 2013 figure 1c. c) an example of the media reaction to the press release ahead of marcott et 
al. 2013 publication.

2 de menocal P, Ortiz j, guilderson T and Sarnthein m (2000) Coherent high-and low-latitude climate variability during the Holocene warm 
period. Science 288 (5474) 2198-2202

3 marcott Sa, Shakun jd, Clark Pu and mix aC (2013) a reconstruction of regional and global temperature for the past 11,300 years. 
Science 339 (6124) 1198-1201

4 marcott Sa (2011) late Pleistocene and Holocene glacier and climate change. dissertation, Oregon State university.  
https://ir.library.oregonstate.edu/concern/graduate_thesis_or_dissertations/3484zm26f accessed 11 Oct 2021
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Multi-proxy reconstructions are useful, but biases and unavoidable limitations of the technique re-
sult in their inability to answer the IPCC question: Was the last decade the warmest the planet has 
been�during�the�Holocene?�The�final�result�of�a�multi-proxy�reconstruction�is�very�dependent�on�
multiple researcher’s choices, starting with the proxies included and excluded, whether land and 
marine proxies are representative, and what their respective weight should be in the mix. Proxies 
have big intrinsic uncertainties many of which cannot be properly estimated. On top of that, global 
coverage is very low. 

Attempting to measure the average temperature of the planet with a few hundred low-precision 
uncalibrated thermometers that provide a reading once a decade at best would be a laughable 
task, and proxies are not even thermometers. Comparing the resulting global average with our 
modern measurements, including satellites and thousands of high-precision calibrated thermom-
eters distributed all over the world, including all the oceans, and then declaring we can trust that 
it is more likely than not that the past decade is warmer than any century during the past 12,000 
years is an untenable claim.

The Holocene Temperature Conundrum

The Holocene Thermal Maximum (HTM) can be considered a period that extended from c. 9800-
5700 BP when temperatures varied considerably in many parts of the globe and maximal Holo-
cene temperatures were reached in many areas, but often at different times. For example, in the 
Baltic Sea region the highest temperatures occurred c. 6500 BP and are estimated at 1.5–2.5°C 
above present-day values in the north-west area and 1.0–1.5 °C in the north-east (Borzenkova 
et al. 20155). The HTM was certainly not a time of uniformly warm temperatures and trying to 
determine if at a certain time there was a global average, higher than the global average of the past 
decade�has�little�scientific�value,�but�apparently�great�political�value.�Regionally,�most�parts�of�the�
globe were warmer sometime during the HTM than now. Determining the global average tem-
perature at any time in the HTM is not possible, we can only roughly determine the temperature, 
relative to today, in special locations with crude proxies.

At the core of the problem is that climate models do a poor job of reproducing a warmer past 
during the Holocene, given that CO2 levels were much lower. This is known as the Holocene 
temperature conundrum (Liu et al. 20146). Samantha Bova and colleagues tried to explain it was 
because of a more marked seasonality during the HTM that multi-proxy reconstructions fail to 
capture (Bova et al. 20207). However non-biogenic mean annual-temperature reconstructions also 
underscore the conundrum (Affolter et al. 20198) and point instead to strong latitudinal tempera-
ture gradients that models are unable to reproduce. 

Another�significant�problem�is�that�the�oceans,�which�respond�more�slowly�to�temperature�chang-
es,�appear�to�have�cooled�significantly�since�the�HTM.�The�fossil�coral�Sr/Ca�record�at�the�Great�
Barrier Reef, Australia, shows that the mean SST (sea surface temperature) c. 5350 BP was 1.2°C 
warmer than the mean SST for the early 1990s (Gagan et al. 19989).�At�the�Indo-Pacific�Warm�
Pool, the warmest ocean region in the world, Stott et al. (200410)�find�that�SST�has�decreased�by�
c.�0.5°C�in�the�last�10,000�years,�a�finding�confirmed�by�Rosenthal�et�al.�(201311), who show a 

5 borzenkova I, Zorita E, borisova O, et al (2015) Climate change during the Holocene (past 12,000 years). In The baCC II author Team (eds) 
Second assessment of climate change for the baltic Sea basin 25-49. Springer Cham.

6 liu Z, Zhu j, Rosenthal y et al (2014) The Holocene temperature conundrum. Proceedings of the National academy of Sciences 111 (34) 
E3501-E3505

7 bova S, Rosenthal y, liu Z et al (2021) Seasonal origin of the thermal maxima at the Holocene and the last interglacial. Nature 589 (7843) 
548-553

8 affolter S, Häuselmann a, fleitmann d, et al (2019) Central Europe temperature constrained by speleothem fluid inclusion water iso-
topes over the past 14,000 years. Science advances 5 (6) eaav3809

9 gagan mK, ayliffe lK, Hopley d et al (1998) Temperature and surface-ocean water balance of the mid-Holocene tropical western Pacific. 
Science 279 (5353) 1014-1018

10 Stott l, Cannariato K, Thunell R et al (2004) decline of surface temperature and salinity in the western tropical Pacific Ocean in the 
Holocene epoch. Nature 431 (7004) 56-59

11 Rosenthal y, linsley bK and Oppo dW (2013) Pacific Ocean heat content during the past 10,000 years. Science 342 (6158) 617-621
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decrease of 1.5-2°C for intermediate waters. The tropics display a very reduced climate change 
compared to the rest of the globe, and if the tropical oceans were warmer at the HTM it would be 
difficult�to�claim�that�the�Earth�is�warmer�globally�now.

Glacier Advances

To solve the problem of comparing HTM and present temperatures we should avoid uncertain 
proxy�blends�and�try�to�find�indicators�less�prone�to�artifacts,�even�if�they�will�not�give�us�a�quanti-
tative response. One of these indicators is glacier changes. We know that on average glaciers were 
at their most reduced state for the past 100,000 years during the HTM and at their most expanded 
state for the past 7,000 years during the LIA. In most regions of the mid-high latitudes of the NH 
(Northern Hemisphere), glaciers were smaller than now between 8000-4000 BP (Solomina et al. 
201512). 

In their outstanding work, Solomina et al. divided 189 glacier timelines into 17 regions: 12 from 
the NH, 1 from low latitudes, and 4 from the SH. Then they studied the major glacier advances at 
each region for each of the 118 centuries of the Holocene. Figure 3a shows how many of those 
regions were experiencing advances at each century. It is very interesting that their result essen-
tially reads as a negative print of a global temperature anomaly change reconstruction, despite 
being completely independent. 

For comparison a reconstruction using the same 73 proxies of Marcott et al. (2013) is made, so a 
new selection bias is not introduced, but with their originally published dates, and averaging them 
after expressing them as differences to their individual means to convert them into anomalies. 
This�reconstruction�(Fig.�3b,�inverted)�ends�in�1910�due�to�lack�of�sufficient�proxies�afterward,�
so it does not include 20th century warming. The temperature anomaly is expressed as a Z-score, 
or distance to the mean Holocene temperature anomaly (upper horizontal straight dashed line in 
Fig. 3b), to avoid making inferences about actual Holocene temperatures that we cannot possibly 
know.

Figure 3: glacial advances versus temperature (inverted) during the Holocene. a) Number of regions displaying glacier advances at 
each Holocene century. black, NH 17 regions; orange, low latitudes single region; ice blue, SH 4 regions. bottom dashed line, Holo-
cene glacial position average. b) Inverted temperature reconstruction from the same 73 proxies used by marcott et al. 2013. The re-
construction ends in 1910 and does not include modern warming. Temperature anomaly changes are expressed as Z-score (distance 
to the mean). Some well-known cooling periods or events are indicated by their accepted names. The period affected by the melting 
of the extra-arctic ice sheets is indicated in aquamarine. c) Inverted changes in obliquity. Vinós, 2022, page 55.13

12 Solomina ON, bradley RS, Hodgson da et al (2015) Holocene glacier fluctuations. Quaternary Science Reviews 111 9-34
13 Vinós, j. (2022). Climate of the Past, Present and future, a Scientific debate. 2nd ed. Critical Science Press.
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A comparison of centurial glacier advances to this multi-proxy reconstruction shows that both 
share a very similar general pattern. From the start of the HTM both follow the obliquity curve 
(Fig. 3c; Bosmans et al. 201514), the main Milankovitch parameter for interglacials, as it is the only 
one that alters the insolation distribution between low and high latitudes. Not only that, but major 
Holocene cooling events show clear correspondence, like the Pre-Boreal Oscillation, the 8.2 kyr 
event, the 5.2 kyr event that initiated the Neoglaciation, or the LIA; they all coincide with increas-
es in glacier advances. Less conspicuous are warming periods like the Roman or Medieval Warm 
Periods, that can also be detected in both records (Solomina et al. 2015). The 20th century has 
4 glacier-advancing regions in the NH in Figure 3. This is the right-most bar in Figure 3, and it is 
slightly above the Holocene average of 3.35 (Fig. 3, bottom dashed line).

Centurial glacier advances appear to reconstruct the general temperature evolution during the 
Holocene, lending strong support to the Holocene temperature conundrum. Temperature changes 
during the Holocene do not appear to follow CO2 changes. This is strongly supported by implied 
large perturbations in ocean heat content and Earth’s energy budget at odds with the very small 
radiative forcing anomalies throughout the Holocene (Rosenthal et al. 201715).

AR6 recognizes that most NH glaciers are larger now than at the HTM (IPCC AR6, Gulev et al. 
2021; section 2.3.2.3) but points towards the relatively long adjustment time of glaciers. That is 
true for large slow continental glaciers, however 80% of world glaciers are very small (with area 
≤1�km2; Li et al. 201916) and glaciers respond to mean annual temperature and precipitation at 
their surface, not to global warming. The glaciers that have reduced the most since 1980 are trop-
ical glaciers, where warming is less intense. In the mid-high latitudes, where warming has been 
more intense (Li et al. 2019), the glacial retreat is less. 

The great worldwide glacier retreat started around 1850. By 1950, before the fast increase in 
anthropogenic CO2 started, 169 glaciers from different parts of the world had already reduced their 
length by 70% of the year 2000 total (Oerlemans 200517). Glaciers are reducing due to a combina-
tion of factors that includes anthropogenic black carbon and debris accumulation, not just tempera-
ture increases. Since the extra-tropical NH has warmed the most due to modern global warming, the 
presence of multiple glaciers and small permanent ice patches (Koch et al. 201418) in the NH that 
did not exist during the HTM is a strong argument that the HTM was warmer than the present.

Treelines

Another independent means of assessing whether the HTM was warmer than the present is 
through biology. Trees grow on the slope of mountains up to a certain altitude—the treeline—
above which they are unable to survive. Temperature is the primary control on treeline formation 
and maintenance (Körner 200719) and consequently the treeline has been moving higher over the 
past century at over half the locations studied, while receding at only 1% (Harsch et al., 200920). 
The advances have taken place mainly in the extra-tropical NH, where more warming has been 
experienced, and particularly in locations where winter warming has been stronger. This aspect 
is also important as it indicates that winter tree survival might be a limiting factor for treeline 
altitude, and not only growth-season mean temperature. 

14 bosmans jH, Hilgen fj, Tuenter E and lourens lj (2015) Obliquity forcing of low-latitude climate. Climate of the Past 11 (10) 1335-1346
15 Rosenthal y, Kalansky j, morley a and linsley b (2017) a paleo-perspective on ocean heat content: lessons from the Holocene and 

Common Era. Quaternary Science Reviews 155 1-12
16 li yj, ding yj, Shangguan dH and Wang Rj (2019) Regional differences in global glacier retreat from 1980 to 2015. advances in Climate 

Change Research 10 (4) 203-213
17 Oerlemans j (2005) Extracting a climate signal from 169 glacier records. Science 308 (5722) 675-677
18 Koch j, Clague jj and Osborn g (2014) alpine glaciers and permanent ice and snow patches in western Canada approach their smallest 

sizes since the mid-Holocene, consistent with global trends. The Holocene 24 (12) 1639-1648
19 Körner C (2007) The use of ‘altitude’ in ecological research. Trends in ecology & evolution 22 (11) 569-574
20 Harsch ma, Hulme PE, mcglone mS and duncan RP (2009) are treelines advancing? a global meta-analysis of treeline response to 

climate warming. Ecology letters 12 (10) 1040-1049
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There are a plethora of studies all over the NH showing that the treeline was much higher than 
present during the HTM. In the Italian Alps, it was 400 m higher than today from 8.4 and 4 ka (Ba-
dino et al. 201821), and 150-200 m higher between 9 and 2.5 ka in the Swiss Central Alps (Tinner 
& Theurillat 2003; Fig. 422). In the Pyrenees it was 400 m higher than the current treeline (Cunill 
et al. 201223). In the Swedish Scandes 600-700 m higher between 9.5-6.5 ka (Kullman 201724). 
In the British Columbia it was 235 m higher from 10.6 to 7.5 ka (Pisaric et al. 200325). In New 
Zealand’s South Island, where mean annual temperatures were at least 1.5°C warmer than present 
in the Early Holocene, treelines were lower however, suggesting shorter and cooler summers 
(McGlone et al. 201126).

Figure 4: fluctuations of the treeline in the Swiss Central alps during the Holocene. The limits of the vegetational zones are placed 
between the sites according to the presence of the respective vegetation type as inferred by macrofossil analysis. altitude in meters 
above sea-level. after Tinner & Theurillat 2003. Current treeline in the Swiss Central alps is 150-200 m below Holocene Thermal 
maximum treeline limit.

Randin et al. (2013)27 showed that half of the 18 deciduous tree species they studied in Europe 
filled�their�thermal�niche�both�at�high�latitude�and�high�altitude,�while�7�reached�their�latitudinal�
thermal limit, but not their elevational limit, where competition for space is stronger. The NH is 
the region that has experienced the strongest recent climate warming. Since so many NH species 
are at their thermal equilibrium, and yet at a great distance from their HTM limits, it is obvious 
that the planet cannot be warmer now, irrespective of conclusions reached via proxy reconstruc-
tions, temperature database kriging, and data homogenizing.

Instrumental Temperature Changes Uncertainty

We�do�not�know�the�HTM�global�average�temperature,�with�enough�confidence.�Also,�we�cannot�
have�much�confidence�in�present�global�average�temperature�measurements.�The�continuous�ad-
justments made to current global temperature datasets demonstrate how immature that data is.

This immaturity underscores a more worrisome problem. Figure 5 is an overlay of two GISS global 
temperature graphs, one from 2001 and the other from 2015. With the adjustments, the year 2000 
became 0.4°C warmer with respect to 1880 than previously. Ole Humlum has been tracking these 

21 badino f, Ravazzi C, Valle f et al (2018) 8800 years of high-altitude vegetation and climate history at the Rutor glacier forefield, Italian 
alps. Evidence of middle Holocene timberline rise and glacier contraction. Quaternary Science Reviews 185 41-68

22 Tinner W and Theurillat jP (2003) uppermost limit, extent, and fluctuations of the timberline and treeline ecocline in the Swiss Central 
alps during the past 11,500 years. arctic, antarctic, and alpine Research 35 (2) 158-169

23 Cunill R, Soriano jm, bal mC et al (2012) Holocene treeline changes on the south slope of the Pyrenees: a pedoanthracological analysis. 
Vegetation history and archaeobotany 21 (4) 373-384

24 Kullman l (2017) further details on holocene treeline, glacier/ice patch and climate history in Swedish lapland. International journal of 
Research in geography 3 (4) 61-69

25 Pisaric mf, Holt C, Szeicz jm et al (2003) Holocene treeline dynamics in the mountains of northeastern british Columbia Canada inferred 
from fossil pollen and stomata. The Holocene 13 (2) 161-173

26 mcglone mS, Hall gm and Wilmshurst jm (2011) Seasonality in the early Holocene: Extending fossil-based estimates with a forest eco-
system process model. The Holocene 21 (4) 517-526

27 Randin Cf, Paulsen j, Vitasse y et al (2013) do the elevational limits of deciduous tree species match their thermal latitudinal limits?. 
global Ecology and biogeography 22 (8) 913-923
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changes to GISS since 2008 (Climate4you 2021). At the very least these changes demonstrate that 
the�confidence�intervals�of�modern�instrumental�measurements�mean�very�little�and�are�only�
valid until the next major adjustment, therefore we do not really know how much the world has 
warmed�since�pre-industrial�times�with�sufficient�certainty.

Figure 5: Overlay of gISS global temperature graphs from 2001 and 2015. Changes introduced in the dataset resulted in a 0.4°C 
increase in the 5-yr running mean from 1880 to 2000 between the 2001 data (blue curve) and the 2015 data (red curve).

In conclusion, there is too much uncertainty in proxy reconstructions and instrumental tempera-
ture�datasets�to�sustain�with�any�degree�of�confidence�that�the�present�is�warmer�than�the�Holo-
cene Thermal Maximum, and independent evidence from glacier and treeline changes supports 
the opposite assessment.
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A big surprise in the new IPCC report is the publication of a brand  
new hockey stick. The IPCC once again has to cherry pick and massage 
proxy data in order to fabricate it. Studies that show larger natural 
climate variations are ignored.

O
ne of the big surprises of the IPCC’s AR6 report was the comeback of the so-
called “hockey stick“. This term refers to the northern hemispheric and global 
temperature development of the past 1000-2000 years. More than two decades 
ago, Mann et al. (1999)1 published a reconstruction in which the temperatures 
of�the�pre-industrial�period�1000-1850�AD�appear�rather�flat�and�uneventful�
(the “shaft” of the ice hockey stick), followed by a fast and allegedly unprec-
edented warming since 1850 (the “blade”). The hockey stick became world 

famous because it was featured prominently in the Summary for Policymakers (SPM) in the IPCC’s 
3rd Assessment report, TAR (Fig. 1). Subsequently, the work of Mann et al. (1999) was heavily 
criticized�for�major�deficiencies�in�paleoclimatic�proxies�and�statistical�processing�(McIntyre�and�
McKitrick, 20032, 20053; McShane and Wyner, 2011a, b4; Montford, 20105). 

Figure 1: The original hockey stick by mann et al. (1999) as illustrated in the Summary for Policymakers in the 3rd IPCC climate assess-
ment report in 2001. 

Interestingly, it was the group led by Michael E. Mann itself that partly corrected the hockey stick 
nearly a decade later (Mann et al., 2008).6 In this new version the Medieval Warm Period (MWP, 
800-1200 AD) was warmer than in the version of Mann et al. (1999). Two years later, Ljungqvist 

1 mann, m. E., bradley, R. S., and Hughes, m. K., 1999, Northern Hemisphere Temperatures during the past millennium: Inferences, uncer-
tainties, and limitations: geophysical Research letters, v. 26, no. 6, p. 759-762.

2 mcIntyre, S., and mcKitrick, R., 2003, Corrections to the mann et al. (1988) proxy data base and northern hemispheric average tempera-
ture series: Energy & Environment, v. 14, no. 6, p. 751-771.

3 mcIntyre, Stephen and Ross mcKitrick (2005a) “The m&m Critique of the mbH98 Northern Hemisphere Climate Index: update and 
Implications.” Energy and Environment 16(1) pp. 69-100; (2005b) “Hockey Sticks, Principal Components and Spurious Significance” 
geophysical Research letters Vol. 32, No. 3, l03710 10.1029/2004gl021750 12 february 2005.

4 mcShane, b. b., and Wyner, a. j., 2011a, Rejoinder: The annals of applied Statistics, v. 5, no. 1, p. 99-123. -, 2011b, a statistical analysis 
of multiple temperature proxies: are reconstructions of surface temperatures over the last 1000 years reliable?: The annals of applied 
Statistics, v. 5, no. 1, p. 5-44.

5 montford, a. W., 2010, The Hockey Stick Illusion, london, Stacey International, 482 p.
6 mann, m. E., Zhang, Z., Hughes, m. K., bradley, R. S., miller, S. K., Rutherford, S., and Ni, f., 2008, Proxy-based reconstructions of 

hemispheric and global surface temperature variations over the past two millennia: PNaS, v. 105, no. 36, p. 13252-13257.
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(2010)7 published another reconstruction in which the Little Ice Age (LIA, 1400-1850 AD) was 
colder than in the papers of the Mann group. This further increased the temperature difference 
between�MWP�and�LIA,�essentially�eliminating�the�hockey�stick�shape�by�significantly�deforming�
the “shaft“. Another few years later, the PAGES 2k Consortium (2013)8 published a reconstruction 
in�which�parts�of�the�first�millennium�were�occasionally�as�warm�as�present-day�(Fig.�2).�

Figure 2: global temperature reconstruction by PagES 2k Consortium (2013)

The documented systematic pre-industrial warming and cooling presented a major challenge for 
the climate modellers because their simulations do not contain any powerful natural forcings 
that could produce such natural temperature changes. Hence, the climate models were not able to 
reproduce the real-world, reconstructed climate evolution.9 This was a problem because the same, 
apparently�deficient�models�are�used�for�future�temperature�projections�that�form�the�basis�for�
far-reaching political decisions and the costly transformation of global energy systems. Something 
was clearly wrong.

Are humans 100% responsible for Modern Warming?

The�discrepancy�could�be�resolved�by�two�possible�solutions.�In�the�first�case,�climate�modelers�
could have added stronger natural forcings to their simulations, in order to replicate the docu-
mented pre-industrial climate change. However, this would mean that the warming effect of green-
house gases likely would be reduced. That is because the temperature rise of the past 170 years 
would have to be shared with anthropogenic and natural causes. However, this was complicated, 
because in its special report on the 1.5°C target the IPCC had claimed in 2018 that 100% (!) of the 
observed modern warming was anthropogenic (IPCC, 2018).10 Natural climate factors play no sig-
nificant�role,�says�the�IPCC�nowadays.�This�was�a�major�shift�for�the�IPCC�because�only�five�years�
earlier in its AR5 report, the organization still found it reasonable that “more than half” of the 
observed warming was man-made, leaving theoretically up to 49% to natural causes (IPCC, 2013). 
As natural contributions to modern warming have been essentially excluded, the IPCC opted for 

7 ljungqvist, f. C., 2010, a new reconstruction of temperature variability in the extra-tropical northern hemisphere during the last two 
millennia: geografiska annaler: Series a, v. 92, no. 3, p. 339-351.

8 PagES 2k Consortium, 2013, Continental-scale temperature variability during the past two millennia: Nature geosci, v. 6, no. 5, p. 339-
346.

9 büntgen, u., Krusic, P. j., Verstege, a., Sangüesa-barreda, g., Wagner, S., Camarero, j. j., ljungqvist, f. C., Zorita, E., Oppenheimer, C., 
Konter, O., Tegel, W., gärtner, H., Cherubini, P., Reinig, f., Esper, j. (2017): New Tree-Ring Evidence from the Pyrenees Reveals Western 
mediterranean Climate Variability since medieval Times: journal of Climate 30 (14), 5295-5318.

 Wilson, R., anchukaitis, K., briffa, K. R., büntgen, u., Cook, E., d’arrigo, R., davi, N., Esper, j., frank, d., gunnarson, b., Hegerl, g., Helama, S., 
Klesse, S., Krusic, P. j., linderholm, H. W., myglan, V., Osborn, T. j., Rydval, m., Schneider, l., Schurer, a., Wiles, g., Zhang, P., Zorita, E. (2016): 
last millennium northern hemisphere summer temperatures from tree rings: Part I: The long term context: Quaternary Science Reviews 
134, 1-18.

 luterbacher, j., Werner, j. P., Smerdon, j. E., fernández-donado, l., gonzález-Rouco, f. j., barriopedro, d., ljungqvist, f. C., büntgen, u., 
Zorita, E., Wagner, S., Esper, j., mcCarroll, d., Toreti, a., frank, d., jungclaus, j. H., barriendos, m., bertolin, C., bothe, O., brázdil, R., Camuffo, 
d., dobrovolný, P., gagen, m., garcía-bustamante, E., ge, Q., gómez-Navarro, j. j., guiot, j., Hao, Z., Hegerl, g. C., Holmgren, K., Klimenko, 
V. V., martín-Chivelet, j., Pfister, C., Roberts, N., Schindler, a., Schurer, a., Solomina, O., gunten, l. v., Wahl, E., Wanner, H., Wetter, O., Xopla-
ki, E., yuan, N., Zanchettin, d., Zhang, H., Zerefos, C. (2016): European summer temperatures since Roman times: Environmental Research 
letters 11 (2), 024001.

 fernández-donado, l., gonzález-Rouco, j. f., Raible, C. C., ammann, C. m., barriopedro, d., garcía-bustamante, E., jungclaus, j. H., lorenz, 
S. j., luterbacher, j., Phipps, S. j., Servonnat, j., Swingedouw, d., Tett, S. f. b., Wagner, S., yiou, P., Zorita, E. (2013): large-scale temperature 
response to external forcing in simulations and reconstructions of the last millennium: Clim. Past 9 (1), 393-421.

10 IPCC, 2018, Special Report on global warming of 1.5 °C above pre-industrial levels and related global greenhouse gas emission path-
ways: http://www.ipcc.ch/report/sr15/.
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the second option to solve the dilemma of the model vs. reality mismatch. Flattened pre-industrial 
temperatures�would�provide�a�much�better�fit�with�the�modelling�results.

The PAGES 2k group is specialised in climate reconstructions and back in 2013 was comprised of 
the majority of all active paleoclimatologists. In 2019, PAGES 2k published a new version of the 
temperature development of the past 2000 years (PAGES 2k Consortium, 2019)11. Surprisingly, it 
differed greatly from the predecessor version. Even though the database had only mildly changed, 
the�pre-industrial�part�was�now�suddenly�nearly�flat�again.�The�hockey�stick�was�reborn,�and�the�
modelling discrepancy conveniently solved. At least it seemed so.

The IPCC must have been delighted to get rid of this problem. The new hockey stick was immedi-
ately�incorporated�into�the�AR6�report�(IPCC,�2021).�Oddly,�it�was�included�in�the�first�order�draft�
(FOD) of AR6 in May 2019, even though the paper by the PAGES 2k Consortium (2019) was pub-
lished in July 2019 (Fig. 3). Reference in the FOD was made to “PAGES 2k Consortium, in revision“. 
Clearly, some of the IPCC authors were already aware of the manuscript prior to publication and 
used it in the IPCC report, even though it had not fully passed the journal review. 

Among the lead authors of AR6 chapter 2 is Darrell S. Kaufman who is a co-author of the new 
hockey stick in the PAGES 2k Consortium (2019). This is probably not a coincidence. 

Figure 3: global temperature development (the new hockey stick) as illustrated in the first order draft of chapter 2, working group 1, 
aR6, page 2-155. Reference is made to “PagES 2k Consortium, in revision”. graph only shows palaeoclimatologiocally reconstructed, 
not instrumentally measured data.

Figure 4: global temperature development of the past 2000 years as illustrated in the final version of the Summary for Policymakers 
(SPm) of aR6, Wg1, page SPm-7. graph mixes reconstructed and instrumentally measured data and is based on PagES 2k Consortium 
(2019). 

11 PagES 2k Consortium, 2019, Consistent multidecadal variability in global temperature reconstructions and simulations over the Com-
mon Era: Nature geoscience, v. 12, no. 8, p. 643-649.
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University of Bern and the Hockey Stick

Another interesting role in the hockey stick saga may have been played by the climate researcher 
and manager Thomas Stocker of the University of Bern. Stocker has contributed to IPCC reports 
since 1998, and in 2015 he even ran for the IPCC’s chairmanship, but was defeated by South Ko-
rean Hoesung Lee. Stocker appears to have never been far from the hockey stick, both the original 
one and the new one. Notably, Stocker co-authored the Summary for Policymakers of the IPCC’s 
3rd report in 2001, in which the Hockey Stick played a central role. Twenty years later, the resur-
rected hockey stick comes from PAGES 2k (Fig. 4), a group that is headquartered at the University 
of Bern, where Stocker chairs the climate and environmental physics department. 

It cannot be ruled out that the new hockey stick was particularly commissioned for the 6th IPCC 
report.�Five�of�the�19�authors�of�the�new�field�hockey�stick�curve�are�from�Bern�(PAGES�2k�Consor-
tium, 2019). 

Evidence�suggests�that�a�significant�part�of�the�original�PAGES�2k�researchers�could�not�technically�
support the new hockey stick and seem to have left the group in dispute. Meanwhile, the dropouts 
published�a�competing�temperature�curve�with�significant�pre-industrial�temperature�variabili-
ty (Büntgen et al., 2020)12�(EA�and�EA+�in�Fig.�5).�On�the�basis�of�thoroughly�verified�tree�rings,�
the specialists were able to prove that summer temperatures had already reached today’s levels 
several times in the pre-industrial past. However, the work of Ulf Büntgen and colleagues was not 
included in the IPCC report, although it was published well before the editorial deadline. 

Figure 5: Temperature reconstruction for the extra-tropical northern hemisphere of the past 2000 years by büntgen et al. (2020). 
The curves Ea and Ea+ in dark red and orange are from the büntgen group, the other curves in green, blue and purple from other 
authors. The white line encased in grey is the new hockey stick by PagES2k 2019 for comparison. 

How the Medieval Warm Period disappeared from AR6

The arbitrariness of the IPCC also becomes clear in another example. The IPCC explicitly listed the 
Medieval�Climate�Anomaly�and�the�Little�Ice�Age�in�a�summary�table�in�chapter�1�of�the�first�order�
draft of the AR6 report. (Fig. 6). 

12 büntgen, u., arseneault, d., boucher, É., Churakova, O. V., gennaretti, f., Crivellaro, a., Hughes, m. K., Kirdyanov, a. V., Klippel, l., Krusic, P. 
j., linderholm, H. W., ljungqvist, f. C., ludescher, j., mcCormick, m., myglan, V. S., Nicolussi, K., Piermattei, a., Oppenheimer, C., Reinig, f., 
Sigl, m., Vaganov, E. a., and Esper, j., 2020, Prominent role of volcanism in Common Era climate variability and human history: dendro-
chronologia, v. 64, p. 125757.
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Figure 6: Explanations of medieval Climate anomaly and little Ice age in the first order draft of aR6, Wg1 (chapter 1,  
page 1-71)

In the second order draft (SOD), the neutral term “Medieval Climate Anomaly” was even highgrad-
ed to the more classical “Medieval Warm Period“, MWP (Fig. 7). The FOD claim that the MWP was 
a local circum—Atlantic phenomenon was dropped in the SOD, as a response to reviewer criti-
cism. The description was now much improved compared to the FOD. The version in SOD was the 
last one that reviewers have seen and could comment on.

Figure 7: Explanations of medieval Warm Period and little Ice age in the second order draft of aR6, Wg1 (chapter 2, page 2-10)

What�followed�was�a�big�surprise.�In�the�finally�published�version�of�the�table�all�reference�to�the�
Medieval warming and Little Ice Age cooling was silently removed (Fig. 8). Instead the collective 
term�“the�last�millennium”�was�introduced�which�downplays�the�significance�of�pre-industrial�
climate change. Three small asterisks explain to the reader equipped with reading glasses that one 
does not want to use, that the terms “Medieval Warm Period” and “Little Ice Age” were removed 
from�the�report�because�they�are�allegedly�too�poorly�defined�and�too�regionally�variable.�Once�the�
manuscript moved beyond the review stage, the IPCC has apparently gone into full reverse gear. 
This is how the IPCC rewrites climate history behind closed doors, ignoring reviewers’ comments. 
And hardly anyone in the public notices.

Figure 8: Explanations of the “last millennium” in the final version of aR6, Wg1 (chapter 2, pages 2-10 and 2-11)
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The term “medieval” indeed no longer appears in chapter 2, in contrast to the FOD and SOD. 
Exceptions are the triple asterisk explanation and the titles of three recent MWP papers that are 
cited in the chapter (Lüning et al., 2019a; Lüning et al., 2018; Lüning et al., 2019b) (Fig. 9): 

Figure 9: The final version of chapter 2 cites four recent papers on the medieval Climate anomaly. Source: aR6, Wg1, chapter 2, page 
2-140. 

How robust is the new hockey stick?

Like its predecessor, the new hockey stick by PAGES 2k 2019 is based on a large variety of proxy 
types and includes a large number of poorly documented tree ring data. In many cases, the tree 
rings‘ temperature sensitivity is uncertain. For example, both PAGES 2k Consortium (2013) and 
PAGES 2k Consortium (2019) used tree ring series from the French Maritime Alps, even though 
tree ring specialists had previously cautioned that they are too complex to be used as overall tem-
perature proxies (Büntgen et al. 201213; Seim et al., 201214). 

In contrast, Büntgen et al. (2020) were more selective, relied on one type of proxy (in this case 
tree rings) and validated every tree ring data set individually. Their temperature composite for the 
extra-tropical northern hemisphere differs greatly from the studies that use bulk tree ring input. 

In some cases, PAGES 2k composites have erroneously included proxies that later turned out to 
reflect�hydroclimate�and�not�temperature.�In�other�cases,�outlier�studies�have�been�selected�in�
which the proxies exhibit an anomalous evolution that cannot be reproduced in neighbouring 
sites (e.g. MWP data from Pyrenees and Alboran Sea in PA13) (Lüning et al., 2019b15). Outliers can 
have several reasons, e.g. a different local development, invalid or unstable temperature proxies, 
or sample contamination. 

Steve McIntyre has studied the PAGES 2k proxy data base in great detail and summarized his crit-
icism in a series of blog posts on his website Climate Audit (McIntyre, 2021).16 For example, the 
PAGES 2k Consortium (2019) integrated a tree ring chronology from northern Pakistan near Gilgit 
(“Asia_207”) which shows an extreme closing uptick (Fig. 10). Incorporation of data series like this 
strongly promote the hockey stick geometry of the resulting temperature composite. 

13 büntgen, u., frank, d., Neuenschwander, T., and Esper, j., 2012, fading temperature sensitivity of alpine tree growth at its mediterranean 
margin and associated effects on large-scale climate reconstructions: Climatic Change, v. 114, no. 3, p. 651-666.

14 Seim, a., büntgen, u., fonti, P., Haska, H., Herzig, f., Tegel, W., Trouet, V., and Treydte, K., 2012, Climate sensitivity of a millennium-long 
pine chronology from albania: Climate Research, v. 51, no. 3, p. 217-228.

15 lüning, S., Schulte, l., garcés-Pastor, S., danladi, I. b., and gałka, m., 2019b, The medieval Climate anomaly in the mediterranean Region: 
Paleoceanography and Paleoclimatology, v. 34, no. 10, p. 1625-1649.

16 mcIntyre, S., 2021,  
https://climateaudit.org/2021/11/02/the-decline-and-the-stick/ 
https://climateaudit.org/2021/09/15/pages-2019-0-30n-proxies/ 
https://climateaudit.org/2021/09/02/pages19-0-30s/ 
https://climateaudit.org/2021/08/26/pages2019-30-60s/ 
https://climateaudit.org/2021/08/15/pages19-asian-tree-ring-chronologies/ 
https://climateaudit.org/2021/08/11/the-ipcc-ar6-hockeystick/.

Lüning, S., M. Ga, I.B. Danladi, T.A. Adagunodo, and F. Vahrenholt, 2018a: Hydroclimate in Africa during the 
Medieval Climate Anomaly. Palaeogeography, Palaeoclimatology, Palaeoecology, 495, 309–322, 
doi:10.1016/j.palaeo.2018.01.025.

Lüning, S., M. Ga, I.B. Danladi, T.A. Adagunodo, and F. Vahrenholt, 2018b: Hydroclimate in Africa during the 
Medieval Climate Anomaly. Palaeogeography, Palaeoclimatology, Palaeoecology, 495, 309–322, 
doi:10.1016/j.palaeo.2018.01.025.

Lüning, S., M. Gałka, F.P. Bamonte, F.G. Rodríguez, and F. Vahrenholt, 2019a: The Medieval Climate Anomaly in 
South America. Quaternary International, 508, 70–87, doi:10.1016/j.quaint.2018.10.041.

Lüning, S., L. Schulte, S. Garcés-Pastor, I.B. Danladi, and M. Gałka, 2019b: The Medieval Climate Anomaly in the 
Mediterranean Region. Paleoceanography and Paleoclimatology, 34(10), 1625–1649, 
doi:10.1029/2019pa003734.

https://climateaudit.org/2021/11/02/the-decline-and-the-stick/
https://climateaudit.org/2021/09/15/pages-2019-0-30n-proxies/
https://climateaudit.org/2021/09/02/pages19-0-30s/
https://climateaudit.org/2021/09/02/pages19-0-30s/
https://climateaudit.org/2021/08/15/pages19-asian-tree-ring-chronologies/
https://climateaudit.org/2021/08/11/the-ipcc-ar6-hockeystick/
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Figure 10: Hockey-stick-like tree ring chronology “asia_207” as used by PagES 2k Consortium (2019). figure from mcIntyre (2021). 

McIntyre analysed the original tree ring data and found that the steep uptick in the Asia_207 
chronology is the result of questionable data processing. When calculating the site chronology 
using the rcs function from Andy Bunn’s dplR package, the uptick surprisingly disappears. In fact, 
the series declines over the 20th century (Fig. 11). 

Figure 11: Tree ring chronology “asia_207” calculated using the dplR function. figure from mcIntyre (2021). 

An�almost�identical�chronology�to�Figure�11�is�also�achieved�by�fitting�a�single�Hugershoff�curve�to�
allow for growth prior to chronology calculation (Fig. 12).
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Figure 12: Tree ring chronology “asia_207” calculated by fitting a single Hugershoff curve. figure from mcIntyre (2021). 

Conclusion

The�resurrected�hockey�stick�of�AR6�shows�how�vulnerable�the�IPCC�process�is�to�scientific�bias.�
Cherry picking, misuse of the peer review process, lack of transparency, and likely political inter-
ference have led to a gross misrepresentation of the pre-industrial temperature evolution. Neu-
trality,�scientific�robustness�and�reliability�of�the�IPCC�and�the�organization’s�quality�assurance�
process has to be questioned.
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Measuring Global 
Surface Temperatures
BY ANDY MAY
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The Global Mean Surface Temperature has become the iconic parameter/
indicator in the climate change debate. Political climate targets – like the 
Paris targets of 2 and 1.5 degree Celsius – are determined by it.  
Is this deserved, how reliable are these temperature measurements  
and are there ‘better’ alternatives? Andy May takes a deep dive into  
the temperature records.

C
hapter 2 of the sixth IPCC assessment report on climate change (AR6) asserts that 
“Global Mean Surface Temperature (GMST) is a key indicator of the changing state 
of the climate system.”1�While�surface�temperature�helps�define�a�climate�state�
globally,�it�also�helps�define�local�and�regional�climates�that�are�arguably�more�
relevant to the people in those areas. Historically, climate is a term used to describe 
the�long-term�weather�trend�for�a�specific�region.�One�might�say,�for�example,�that�
northern Europe, is wetter and warmer now than previously. In recent decades, 

though, we have begun to talk about a “global” climate.

Figure 1: Various global surface temperature anomaly estimates, including HadCRuT5. The top is referenced to 1961-1990 and the 
bottom to the “pre-industrial period,” also called the little Ice age. These estimates suggest about one degree of warming since 1900. 
Plot is from the met Office Hadley Center web page.2

GMST is one indicator of climate change, whether global or local. But climate change is a long-term 
thing, and it has varied a lot over time. Figure 1 shows six estimates of GMST, and the estimates vary 
little from 1960 to the present day. The measured temperatures have been converted to “anomalies” 
by subtracting them from a chosen reference period. The top graph subtracts the local average from 
1960-1990 from each temperature, the bottom uses an assumed “pre-industrial” or Little Ice Age 

1 aR6, p. 294
2 met Office Hadley Centre observations datasets

https://www.metoffice.gov.uk/hadobs/hadcrut5/
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temperature. This is done to make the temperatures comparable and averageable; it is an attempt 
to make an intrinsically intensive local temperature measurement into an approximation of an 
extensive property. The actual measured global average surface temperature is not very meaning-
ful, different parts of the Earth have different trends and elevations, some are warming, some are 
cooling, and all at different rates. As Figure 1 shows, the rate of global surface temperature change 
today, around one degree per century, is small relative to local temperature swings. In July, the global 
average surface temperature might be changing a few hundredths of a degree per annum, but the av-
erage�low�temperature�in�July�at�Vostok�Station,�Antarctica�is�‒70°C�and�in�Doha,�Qatar�the�average�
high�is�41°C.�What�does�an�average�of�‒70�and�41�tell�us�about�July�climate�change?�Not�much.

Figure 1 tries to suggest our estimates of global warming are accurate since all the lines are close 
together, but they share the same raw data and use very similar methods to correct and “homoge-
nize” the data. While it is possible to calculate a reasonable GMST anomaly today, with thousands 
of ocean weather buoys3�and�ARGO�floats,4 as well as many thousands of land-based weather 
stations,5�we’ve�only�had�sufficient�data�to�do�so�somewhat�accurately�for�the�past�twenty�to�forty�
years or so.6 While it is true that surface temperature is an indicator of climate change, are the 
estimates of global temperature change in Figure 1 accurate and comprehensive enough to tell us, 
with any precision, how quickly Earth’s entire surface, including the oceans, are warming? Is the 
two meters of atmosphere, just above the solid or liquid surface, a key indicator of change in the 
entire climate system? We will examine just how key this measurement is.

The IPCC likes to frame the issue of climate change in terms of surface temperature change per 
volume of CO2 and other greenhouse gas emissions. Implicit in this framing of the issues is the 
assumption�that�natural�variability�is�insignificant.�If�all,�or�nearly�all,�of�global�warming�is�due�
to greenhouse gases and other human activities, then climate sensitivity is easily calculated. But 
the accuracy of the calculation is dependent upon the accuracy of the warming estimate. It also 
assumes�that�measuring�surface�temperature�accurately�reflects�changes�in�the�entire�climate�
system. Here we examine the assumptions that the global surface temperature record is accurate 
and�that�the�record�reflects�changes�to�the�whole�climate�system.

The global average temperature of Earth varies over three degrees7 every year, it is just over 
12 degrees in January and just under 16 degrees in July as shown in Figure 2. The Northern Hemi-

3 National data buoy Center (noaa.gov)
4 argo (ucsd.edu)
5 The u.S. National Temperature Index, is it based on data? Or corrections? | andy may Petrophysicist
6 may, a. (2020e, November 27). Ocean Temperature Update. Retrieved from andymaypetrophysicist.com: https://andymaypetrophysicist.

com/2020/11/27/ocean-temperature-update/, Kennedy, j. j., Rayner, N. a., Smith, R. O., Parker, d. E., & Saunby, m. (2011). Reassessing  
biases and other uncertainties in sea surface temperature observations measured in situ since 1850; 1. measurement and sampling un-
certainties. Journal of Geophysical Research, 116. Retrieved from https://agupubs.onlinelibrary.wiley.com/doi/full/10.1029/2010jd015218, 
Hosada, S., Ohira, T., Sato, K., & Suga, T. (2010). Improved description of global mixed-layer depth using argo profiling floats. Journal of 
Oceanography, 66, 773-787. doi:10.1007/s10872-010-0063-3

7 jones, P. d., New, m., Parker, d. E., martin, S., & Rigor, I. g. (1999). Surface air Temperature and its Changes over the Past 150 years. 
Reviews of Geophysics, 37(2), 173-199.  
Retrieved from https://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.546.7420&rep=rep1&type=pdf
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sphere has a larger swing from eight degrees in January to over 21 degrees in July, a remarkable 
change of 13°C in only six months. Compare this monthly change in global temperatures to the 
HadCRUT4 global change of one degree since 1850 shown in Figure 3 or the HadCRUT5 change of 
over 1°C since 1850 in Figures 1 and 4.

Figure 3: HadCRuT4 temperature record since 1850.

Figure 4 breaks down the HadCRUT5 temperature record into the same segments as Figure 3. 
Comparing Figure 2 to Figures 3 and 4 leads us the conclusion that the impact of the warming of 
the�past�170�years�is�not�very�significant.�Everyone�experiences�a�larger�global�or�hemispheric�
change every year from July to January.

Figure 4: The HadCRuT5 temperature record.
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How significant is the global warming since the 19th century?

Comparing Figure 3 to Figure 4, we can see that the newly released HadCRUT58 dataset shows 
0.2°C more warming than its predecessor, HadCRUT49 over the past 170 years. Table 1 breaks the 
170-year period into warming and cooling periods and computes the difference for each period. 

Table 1: HadCRuT 4 and 5 warming rates.

WARMING RATES (PER DECADE)

PERIOD HadCRUT 4 HadCRUT 5

°C/decade °C/decade Diff

1850 - 1910  0.016 –0.022 –0.006

1910 - 1945  0.137  0.156  0.019

1945 - 1976 –0.034 –0.018  0.016

1976 - 2000  0.177  0.168 –0.009

2000 - 2020  0.169  0.233  0.064

The cooling from 1850 to 1910 increased 37%, the warming from 1910 to 1976 increased, and 
the warming from 1976 to 2000 has decreased a little, but the warming from 2000 to 2020 has 
increased 38%! Considering this is the period with the best data, this is surprising. With swings 
such as these from one version of the HadCRUT record to another, just how accurate can their 
estimates of global surface warming be?

The�most�significant�difference�between�the�datasets�is�that�HadCRUT4�is�not�infilled,�that�is�if�a�
grid�cell�has�insufficient�data,�it�is�not�included�in�the�average.�The�HadCRUT5�dataset�is�infilled�
via interpolation and extrapolation. In the critical period from 2000 to 2020 the HadCRUT5 
dataset�has�99%�to�100%�of�its�cells�filled�and�the�HadCRUT4�dataset�has�85%�filled.10 It seems 
unlikely that interpolating or extrapolating the existing data into 14-15% of the HadCRUT5 cells 
could cause a 38% change in the surface warming rate.

Another difference between HadCRUT4 and HadCRUT5 is that HadCRUT5 uses a new SST (sea 
surface temperature) dataset, HadSST4. HadSST4 has a much higher warming trend from 2000 to 
2012 than HadSST3, and the estimated uncertainty in the estimate is high, relative to earlier peri-
ods.11 This is odd, considering that the newer data is better than the older data. Kennedy, et al. note 
that the warming rates, from 2000 to 2012, of HadSST4, COBE-SST-2, and ERSSTv4 are very similar, 
but the raw unadjusted data for the period has a warming rate near zero. A map of the difference 
between HadSST4 and the raw unadjusted data for 1995-2018 is large, but still smaller than the ap-
plied adjustments to the raw data.12 HadSST4 is not only warmer from 2000 to 2012 than HadSST3, 
it is also warmer than all the other SST datasets studied by Kennedy, et al. in their 2019 paper.

When compared to the UAH v6.013 global satellite temperature dataset, HadCRUT5 is very anom-
alous, as shown in Figure 5. The UAH dataset is not a surface temperature dataset, instead it is a 
global average temperature of the lower troposphere, and completely independent of the surface 

8 morice, C. P., Kennedy, j., Rayner, N., Winn, j., Hogan, E., Killick, R., . . . Simpson, I. (2021, feb. 16). an updated assessment of near-surface 
temperature change from 1850: the HadCRuT5 dataset. Journal of Geophysical Research (Atmospheres), 126(3). Retrieved from  
https://agupubs.onlinelibrary.wiley.com/doi/full/10.1029/2019jd032361 

9 morice, Kennedy, Rayner, & jones. (2012, april). Quantifying uncertainties in global and regional temperature change using an ensemble 
of observational estimates: The HadCRuT4 dataset. J Geophysical Research: Atmospheres, 117(d8). Retrieved from https://agupubs.
onlinelibrary.wiley.com/doi/full/10.1029/2011jd017187

10 Temperature data (HadCRuT, CRuTEm,, HadCRuT5, CRuTEm5) Climatic Research unit global temperature (uea.ac.uk)
11 Kennedy, j., Rayner, N., atkinson, C., & Killick, R. (2019). an ensemble data set of sea-surface temperature change from 1850:  

the met Office Hadley Centre HadSST4 dataset. JGR Atmospheres, 124(14), 7719-7763.  
Retrieved from https://agupubs.onlinelibrary.wiley.com/doi/full/10.1029/2018jd029867, see figure 16.

12 Kennedy, j., Rayner, N., atkinson, C., & Killick, R. (2019). an ensemble data set of sea-surface temperature change from 1850:  
the met Office Hadley Centre HadSST4 dataset. JGR Atmospheres, 124(14), 7719-7763.  
Retrieved from https://agupubs.onlinelibrary.wiley.com/doi/full/10.1029/2018jd029867, see figure 12 and the text.

13 Spencer, R., Christy, j., & braswell, W. (2017). uaH Version 6 global satellite temperature products: methodology and results.  
Asia-Pacific J Atmos Sci, 53, 121-130. Retrieved from https://link.springer.com/article/10.1007/s13143-017-0010-y

https://crudata.uea.ac.uk/cru/data/temperature/
https://link.springer.com/article/10.1007/s13143-017-0010-y
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datasets plotted in Figure 1, which all share the same raw data. The satellite signal that is used 
to build the UAH lower troposphere average temperature is centered on about 600 hPa (same as 
millibars) or an altitude of about 4.5 km. Nearly all the signal used is captured from between 900 
to 300 hPa (roughly 1 km to 9 km altitude). 

All climate models14 and logic suggest that, if greenhouse gases are causing our current surface 
warming, the temperature should be increasing in the lower to middle troposphere faster than at 
the surface. This is because the increased surface warming should cause more evaporation and the 
water vapor will condense between 2 and 12 km releasing latent heat that warms the surrounding 
air. In the tropics the extra warming extends much higher, up to 18 km in some extreme cases.

Since both theory and the models predict a higher warming rate in the lower and middle tropo-
sphere�than�we�see�at�the�surface,�Figure�5�is�surprising.�It�shows�that�the�HadCRUT5�infilled�land�
and ocean surface dataset is warming 36% faster than either the lower troposphere (per UAH 
v6.0) or the sea surface. The HadCRUT5 land and ocean surface temperature is constructed from 
the CRUTEM5 land data and the HadSST4 data. The same SST (Sea Surface Temperature) data that 
is plotted in Figure 5 and discussed above. The lower troposphere is warming at the same rate, 
to two decimals, as the world ocean surface HadSST4 data. UAH v6.0 shows a slower warming 
rate than the other lower troposphere satellite temperature datasets analyzed in AR6, but UAH 
6.0 matches observations much better than the other satellite datasets.15 The HadCRUT5 surface 
warming trend is also higher than the average shown in AR6.16 

The lack of much tropospheric excess warming, over surface warming, suggests that changes in 
greenhouse�gases�are�likely�not�a�significant�factor�in�current�warming.17 Further, since Earth’s 
surface is 71% water and only 29% land, it seems unlikely that the land can be warming fast 
enough to increase the total surface temperature warming rate 36%. The UAH warming trend 
for global land, since 1979, is 50% larger than for the oceans, but land is only 29% of the surface, 

14 The aR4, aR5, and aR6 climate models unanimously predict that the lower to middle troposphere will warm faster than the surface in 
response to greenhouse gas forcing. Natural (non-greenhouse gas forcing) also predicts some increase in warming rate, but much small-
er than modeled. The observed difference is about 15-20% in the tropics and the modeled difference, with greenhouse gases, is over 
30%. mcKitrick, R., & Christy, j. (2018, july 6). a Test of the Tropical 200- to 300-hPa Warming Rate in Climate models, Earth and Space 
Science. Earth and Space Science, 5(9), 529-536. Retrieved from https://agupubs.onlinelibrary.wiley.com/doi/full/10.1029/2018Ea000401 
and blunden, j., & arndt, d. S. (2020). State of the Climate in 2019. bamS. Retrieved from https://www.ametsoc.org/index.cfm/ams/publi-
cations/bulletin-of-the-american-meteorological-society-bams/state-of-the-climate/

15 Christy, j. R., Spencer, R. W., braswell, W. d., & junod, R. (2018). Examination of space-based bulk atmospheric temperatures used in 
climate research. International Journal of Remote Sensing, 3580-3607. doi:10.1080/01431161.2018.1444293, see figure 6

16 aR6 Table 2.5 shows an average trend warming of 0.70°C over the comparable 1980-2019 period, which compares with 0.75°C for HadCRuT5, 
17 https://andymaypetrophysicist.com/2022/03/13/comparing-ar5-to-ar6/
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so 29% of 50% is only 15%. The data in Figure 5 suggest that there are problems with the land-
based temperature data or the processing of it.

Ocean temperatures

The ocean mixed layer is a turbulent layer just below the ocean surface. Turbulence, due to the 
wind and weather in the atmosphere just above the ocean surface, keeps it well mixed and thus it 
has a nearly constant vertical temperature throughout. The thickness of the layer varies by loca-
tion, but the global average thickness is roughly 72 meters according to data gathered and mapped 
by JAMSTEC.18�Shigeki�Hosada�and�his�colleagues�use�Argo�float�data�and�ocean�buoys�to�grid�and�
map the mixed layer temperature across much of the world ocean.

The mixed layer is in constant communication with the surface, with a maximum delay of a few 
days to a few weeks. Because the mixed layer has over 27 times the heat capacity of the entire 
atmosphere, it moderates the speed of temperature changes in the overlying atmosphere.

Heat capacity tells us how much energy it takes to raise the temperature of a body one degree, 
thus if the atmospheric temperature increased 27 degrees, and all that thermal energy (“heat”) 
were transferred quickly to the mixed layer, the temperature would only increase one degree. 
The mixed layer and the atmosphere are always trying to come to equilibrium, but the enormous 
heat�capacity�of�the�mixed�layer�means�that�its�temperature�fluctuates�less�rapidly�than�the�more�
chaotic�and�active�atmosphere.�Atmospheric�temperatures�reflect�the�day-to-day�weather,�mixed�
layer�temperatures�reflect�month-to-month�and�year-to-year�climatic�changes.�Figure�6�is�a�plot�of�
JAMSTEC global mixed layer temperatures, from 2002 to 2020.

Figure 6: jamSTEC area-weighted global average one-degree grid mixed layer temperatures. Only populated grid cells are averaged. 
yearly averages are plotted. Some recent ENSO events are labeled in the graph.

We only have good mixed layer data for the past 19 years, some would say only since 2004 or 
2005,�but�either�way�the�data�reflects�recent�ENSO�(La�Niña�and�El�Niño)�events�and�trends�
slightly downward with time so far. The plot is of actual temperature measurements, not anoma-
lies from the mean. Various sea surface and mixed layer temperature measurement datasets have 
different trends, some up, and some down. When the measurements are converted to anomalies 
from a mean and “corrected” the trend is always slightly upward, this brings the conversion and 
corrections into question.19 

18 The japanese agency for marine-Earth Science and Technology (Hosada, Ohira, Sato, & Suga, 2010). access to the jamSTEC gridded data 
has been suspended, but more information is available here and here.

19 for a full discussion of mixed layer and sea surface measurements versus anomaly problems see these essays: (may, Ocean Tempera-
tures, what do we really know?, 2020f), (may, Sea-Surface Temperatures: Hadley Centre v. NOaa, 2020g), (may, The Ocean mixed layer, 
SST, and Climate Change, 2020h), and (may, Ocean Temperature update, 2020e)
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While�the�mixed�layer�trends�reflect�climatic�trends�on�a�monthly�or�yearly�scale,�the�deeper�ocean�
looks even longer-term. Figure 7 shows the JAMSTEC grid temperatures for 100 to 2,000 meters 
below the ocean surface. The mixed layer rarely reaches as deep as 100 meters, so the tempera-
tures shown in Figure 7 are partially insulated from the surface. In both Figure 6 and Figure 7 only 
populated cells are averaged, neither grid has values in all cells for every year. The values averaged 
for both graphs are area weighted since the grid cells in the higher latitudes are smaller than those 
at the equator.

Figure 7: average temperature for the world ocean from 100 to 2,000 meters. data from jamSTEC.

While�recent�atmospheric�temperatures�are�reflected�in�Figure�6,�with�a�delay�of�less�than�a�
month,�they�are�reflected�on�a�much�longer�time�frame�in�Figure�7,�perhaps�centuries.�In�Figure�7�
we see a rate of increase of about 0.4°C/century. This is less than half that reported for the surface 
over the past century or so. The ENSO features seen in Figure 6 are absent from Figure 7. With no 
ENSO related features, Figure 7 is remarkably linear, with an R2 of 0.9. There is no sign of accelera-
tion. Simply averaging the ocean temperatures from 100 meters to 2,000 meters is very crude, but 
it does make the point that a lot of historical temperature data probably exists in the deeper ocean 
water. 

An earlier study of available ocean heat content by Roger Pielke Sr., in 2003,20�shows�no�significant�
trend in heat storage in the upper three kilometers of the world ocean from 1958 to 1993. Pielke 
Sr.�writes�in�the�same�paper,�“Since�the�surface�temperature�is�a�two-dimensional�global�field,�
while heat content involves volume integrals, … the utilization of surface temperature as a monitor 
of the earth system climate change is not particularly useful in evaluating the heat storage changes 
to the earth system.” This emphasizes our point that surface temperature is not very useful as a 
measure of climate change.

Compare Figure 7 and Roger Pielke Sr.’s study to the IPCC AR6 Chapter 2 plot of ocean heat 
content shown in Figure 8. When reading the plot consider that the world ocean contains about 
1,514,000 zettajoules of heat using an average ocean temperature of eight degrees C (see Fig-
ure 7). The increases shown in Figure 8 are very tiny.

Patrick Frank21 reported that the warming from 1880 to 2000, as estimated by NOAA, is statis-
tically indistinguishable from zero. Frank uses an estimate of the uncertainty in each land-based 
temperature reading of ± 0.35°C around the globe in his calculations. This estimate is derived from 
an error analysis study of MMTS (Minimum-Maximum Temperature System) weather stations by 

20 Pielke Sr., R. (2003, march). Heat Storage within the Earth System. BAMS, 84(3), 331-335.  
Retrieved from https://journals.ametsoc.org/view/journals/bams/84/3/bams-84-3-331.xml 

21 frank, P. (2010). uncertainty in the global average Surface air Temperature Index: a Representative lower limit. Energy and Environment, 
21(8), 968-989. Retrieved from https://meteo.lcd.lu/globalwarming/frank/uncertainty_in%20global_average_temperature_2010.pdf
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Lin and Hubbard.22 This error is not necessarily random. Even if the error is random, no extensive 
overall survey of station sensor variance has been published, and the precise accuracy of our glob-
al temperature record is unknown. Yet, we must consider the estimated warming of 0.87°C from 
1875 to 2005 considering possible errors, and when we do, we see just how small the possible 
warming might be. Frank estimates that the total possible land-measured temperature error over 
this entire period is likely more than ± 0.46°C. There is also considerable uncertainty in ocean sur-
face temperatures23 so Frank concludes that the lower limit of uncertainty globally can credibly be 
set at ± 0.46°C. The various ocean SST datasets do not agree very well. Kennedy, et al. report that:

“The estimated uncertainties in the global and hemispheric averages are for the most part larger 
in HadSST4 than HadSST3 prior to around 1970.” (Kennedy J. , Rayner, Atkinson, & Killick, 2019).

It is very hard to interpret the various estimates of uncertainty in the large number of published 
hemispheric and global temperature records. This is particularly true of the more recent records, 
such as HadCRUT5 and HadSST4, where uncertainty is apparently increasing, as researchers un-
cover more problems in the raw data.

22 lin, X., & Hubbard, K. (2004). Sensor and Electronic biases/Errors in air Temperature measurements in Common Weather Station  
Networks. J. Atmos. Ocean. Tech.  
Retrieved from https://journals.ametsoc.org/view/journals/atot/21/7/1520-0426_2004_021_1025_saeeia_2_0_co_2.xml

23 Kennedy, j. j., Rayner, N. a., Smith, R. O., Parker, d. E., & Saunby, m. (2011). Reassessing biases and other uncertainties in sea surface 
temperature observations measured in situ since 1850; 1. measurement and sampling uncertainties. Journal of Geophysical Research, 
116. Retrieved from https://agupubs.onlinelibrary.wiley.com/doi/full/10.1029/2010jd015218 and Kennedy, j. j., Rayner, N. a., Smith, R. 
O., Parker, d. E., & Saunby, m. (2011b). Reassessing biases and other uncertainties in sea surface temperature observations measured in 
situ since 1850: 2. biases and homogenization. J. Geophys. Res., 116. doi:10.1029/2010jd015220
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GSAT, the Global Surface Air Temperature

Chapter 2 in AR6 has an extensive discussion of a new global average surface air temperature 
called “GSAT.” GSAT stands for Global Surface Air Temperature and is different from GMST, or the 
global mean surface temperature. GSAT is the average air temperature over the ocean surface 
combined with the land-based surface air temperatures (LSAT), both sets of temperatures are 
meant to be from a two-meter altitude. GMST uses the same LSAT dataset but combines them with 
sea surface temperatures. SSTs are optimally at a 20 cm water depth.24 

In his comments on the second order draft of AR6, Jim O’Brien commented that GSAT is probably 
artificially�inflated�by�the�Urban�Heat�Island�(UHI)�effect�near�coastal�cities.�The�UHI�is�not�ad-
dressed�directly�by�either�NOAA�or�the�Met�Office�Hadley�Centre�in�their�respective�estimates�of�
global average surface temperature. Instead, they smooth through the excess warming in cities 
with a “homogenization” algorithm. This algorithm can smear warmer urban temperatures over 
large areas (Scafetta, 2021). The homogenization technique generally used, is best explained 
by Matthew Menne and Claude Williams in a 2009 Journal of Climate paper (Menne & Williams, 
2009a). The basic technique described by Menne and Williams, has been updated several times, as 
described by several authors, but is still used for all the datasets in AR6.25

AR6 reports that GSAT is based upon nighttime marine air temperatures (NMAT) and weather 
reanalysis datasets. Weather reanalysis uses meteorological computer models to compute world-
wide maps of meteorological conditions after the fact. The calculations are constrained by surface 
measurements, satellite measurements, and weather balloon data. The IPCC are interested in mea-
suring this value because their climate models compute the global average surface air temperature 
at two meters, and they want to compare their model calculations to a comparable observed value. 

GSAT and GMST are physically different, especially over sea ice. John Christy and colleagues exam-
ined the existing data and determined that GSAT and GMST are different measurements and there 
is no valid way to compute one from the other.26 An interesting result of Christy, et al.’s study was 
that the difference between the air temperatures above the sea surface and the SST (as measured 
at about one-meter depth) is declining (going from positive to negative) from 1979 to 2000. That 
is, the lower-mid tropospheric air temperature of the tropical air over the sea surface cooled 
slightly�over�the�period,�and�the�SST�warmed,�this�difference�is�statistically�significant,�but�not�
constant. Further the NMAT, from buoys, were intermediate between the SST and the lower-mid 
tropospheric marine air temperature trends.

Christy and other researchers have tried to compare GSAT and GMST, but the results are confus-
ing. Sometimes they found that GSAT warms faster than GMST and sometimes the reverse. They 
seem to differ, in warming rate, by less than 10%, but it can be in either direction. In other words, 
which one is warming faster globally, is unknown (AR6, p 192). Unable to model the difference 
between the two led the IPCC to throw up their hands and decided the warming rates would be 
“assessed to be identical.”27 This is despite the evidence presented by Christy and his colleagues 
that marine air temperatures (MAT) and SSTs can have different multidecadal trends and pat-
terns of variability (AR6, p 318). Comparing the AR6 Technical Summary to the Chapter 2 text, 
suggests�that�there�is�a�conflict�within�the�AR6�team�over�the�issue.�AR6�Chapter�2�emphasizes�the�

24 Kennedy, j., Rayner, N., atkinson, C., & Killick, R. (2019). an ensemble data set of sea-surface temperature change from 1850: the met 
Office Hadley Centre HadSST4 dataset. JGR Atmospheres, 124(14), 7719-7763. Retrieved from https://agupubs.onlinelibrary.wiley.com/
doi/full/10.1029/2018jd029867 

25 morice, C. P., Kennedy, j., Rayner, N., Winn, j., Hogan, E., Killick, R., . . . Simpson, I. (2021, feb. 16). an updated assessment of near-surface 
temperature change from 1850: the HadCRuT5 dataset. Journal of Geophysical Research (Atmospheres), 126(3).  
Retrieved from https://agupubs.onlinelibrary.wiley.com/doi/full/10.1029/2019jd032361, for HadCRuT5 and menne, m., Williams, C., & 
gleason, b. (2018). The global Historical Climatology Network monthly Temperature dataset, Version 4. J of Climate, 31(24). Retrieved 
from https://journals.ametsoc.org/view/journals/clim/31/24/jcli-d-18-0094.1.xml for gHCN version 4

26 Christy, j., Parker, d., brown, S., macadam, I., Stendel, m., & Norris, W. (2001, january). differential Trends in Tropical Sea Surface and 
atmospheric Temperatures since 1979. Geophysical Research Letters, 28(1), 183-186.  
Retrieved from https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/2000gl011167

27 aR6, p 59

https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/2000GL011167
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differences between the two measures and how important the differences are, and the Technical 
Summary “assesses” that they have the same long-term trend, and the two measures of tempera-
ture changes can be used interchangeably. This is a point of controversy; it is very unlikely GSAT 
and GMST trends are truly interchangeable.

GMST is grounded in observations, but there are no GSAT datasets as such, and none is expected 
for decades.28 Thus, NMAT datasets and weather reanalysis models are used to construct current 
estimates of GSAT. Nighttime marine temperatures are used to estimate the difference between 
GSAT and SST because the daytime heating of ship superstructures and instruments creates a bias, 
and spurious trends in GSAT measurements.29

According to AR6, the importance of the difference in GSAT and GMST warming rates was raised 
in SR1.5,30 but that assessment report still used GMST for their observation-based work. The AR6 
second order draft31 indicated that they had agreed to switch to GSAT as the primary metric of 
surface�temperature�changes,�but�this�was�removed�from�the�near�final�draft�we�are�discussing�
here.�In�the�final�draft,�GSAT�and�GMST�trends�are�treated�as�if�they�are�interchangeable.

All CMIP simulations imply that GSAT increases faster than GMST, which is the reverse of what 
is seen in most observations.32 A simple model was considered during the drafting of AR6 that 
applied a 4% global change in the SST warming rate. No data or observations were used, they just 
increased the GMST warming rate by 4% and called the result GSAT (SOD, page 2-35). Thankfully, 
this�arbitrary�model�was�abandoned�in�the�final�draft.

One of the datasets they examined while looking for evidence, was the HadNMAT2 dataset.33 The 
dataset provided no evidence of a systematic difference between nighttime marine air tempera-
tures (NMAT) and SSTs from 1920 to 1990, but SST warmed faster than NMAT during the 1990s. 
In contrast, Robert Junod and John Christy found that UAHNMATv1 warming trends were faster 
than SST trends from 1900 to 2010.34 UAHNMATv1 also shows that the relative warming trends 
vary by region, as well as by timeframe. The interested reader may want to look at Figures 11 and 
12 in Junod and Christy’s International Journal of Climatology article to see the lack of coherence 
in the difference between the SST warming rate and the GSAT warming rate. AR6 points out that 
Nighttime Marine Atmospheric Temperature measurements are used to correct SSTs, so after 
this process is completed, using them to detect a difference between GSAT and GMST is partially 
circular.35 

The complexity of the relationship in the real world and the uniformity of the climate model 
results suggests that the models are oversimplifying a complicated problem. Or, perhaps, the data 
simply aren’t accurate enough to resolve the two temperature trends. Either way, simply assuming 
trends�in�the�two�temperatures�are�the�same—as�they�did�in�the�final�version�of�AR6—was�the�
only sensible option the IPCC had. But, given observed differences between the two values have 
an uncertainty of ± 10%, and it varies from GSAT > GMST to GSAT < GMST, a huge uncertainty 
between the modeled surface temperature and observations is introduced. Further, oceans cover 
71% of Earth’s surface. 

Global average temperatures, in general, have little meaning unless there is a forcing agent that 
acts globally. CO2 disperses rapidly, so if it is the dominant factor in global warming, we might ex-

28 aR6, p 319
29 aR6, p 319
30 IPCC. (2018). Global Warming of 1.5 degrees C. (masson-delmotte, V., P. Zhai, H.-O. Pörtner, d. Roberts, j. Skea, . a. T. Waterfield, Eds.) 

geneva: World meteorological Organization. Retrieved from https://www.ipcc.ch/sr15/
31 aR6 SOd, 2-35
32  aR6, p 319 and Christy, j., Parker, d., brown, S., macadam, I., Stendel, m., & Norris, W. (2001, january). differential Trends in Tropical Sea 

Surface and atmospheric Temperatures since 1979. Geophysical Research Letters, 28(1), 183-186.  
Retrieved from https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/2000gl011167 

33 The met Office Night marine atmospheric Temperature dataset (met Office , 2021)
34 junod, R., & Christy, j. (2019, October 10). a new compilation of globally gridded night-time marine air temperatures: The uaHNmaTv1 

dataset. RMetS, 40(5). Retrieved from https://rmets.onlinelibrary.wiley.com/doi/full/10.1002/joc.6354
35 aR6, p 319

https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/2000GL011167
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pect warming to occur over the globe approximately uniformly, if the sun and other natural factors 
are not changing. But this is not what has happened recently or in the distant past. The UAH satel-
lite global temperature records show that the Northern Hemisphere is warming 30% faster than 
the tropics and 49% faster than the Southern Hemisphere since 1979. Figure 9 shows the warm-
ing rates for the Northern Hemisphere (NH), the tropics, the globe, and the Southern Hemisphere 
(SH). All are relative to the respective average from 1990 to 2020, which makes them bunch up a 
bit,�but�the�differences�in�warming�rates�are�significant.

Figure 9: uaH satellite rates from the respective averages over 1990 to 2020. data source: uaH.

The IPCC does their global temperature comparisons from 1850, the end of what they call the 
preindustrial era. The year 1850 is also close to the end of the Little Ice Age (LIA). This implies 
they consider the LIA an optimum temperature, but historian Wolfgang Behringer disagrees. He 
describes the Little Ice Age as a cold and miserable time for humanity, our modern climate is 
much better.36 The LIA was a time when mountain glaciers advanced and swallowed entire towns; 
plagues, severe droughts, and famine due to poor crops were frequent. Geoffrey Parker estimates 
that a third of the population in Europe and Asia died during the mid-seventeenth century, the 
coldest portion of the LIA.37 Very few informed people would want to return to the climate of the 
Little Ice Age. 

Discussion and Conclusions

There are no observational data to support shifting the GMST warming rate up to compute GSAT, 
thus the long discussion of GSAT versus GMST in Chapter 2 of AR6 is not necessary. Fortunately, 
this problem was recognized and GMST was not replaced by an estimated GSAT, we support this 
decision. However, the confusing differences between GMST and GSAT should be investigated, and 
not simply dismissed as irrelevant, the differences might be important.

Only�a�small�portion�of�the�surface�(defined�as�the�sea�floor�to�the�top�of�the�atmosphere�and�ex-
cluding the land surface) heat content is in the atmosphere.38 The lower atmosphere is very chaot-

36 behringer, W. (2010). A Cultural History of Climate. Cambridge, uK: Polity Press.  
Retrieved from https://www.amazon.com/Cultural-History-Climate-Wolfgang-behringer/dp/0745645291

37 Parker, g. (2012). Global Crisis: War, Climate Change, and Catastrophe in the Seventeenth Century. yale university Press.  
Retrieved from https://www.google.com/books/edition/global_Crisis/gjddP15N4fkC?hl=en 

38 may, a. (2020e, November 27). Ocean Temperature Update. Retrieved from andymaypetrophysicist.com:  
https://andymaypetrophysicist.com/2020/11/27/ocean-temperature-update/ 
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ic, especially over land areas, and has a yearly range of surface temperatures that exceeds 110°C. 
The global average surface temperature varies three degrees from January to July every year, and 
the Northern Hemisphere average temperature varies over 12 degrees.39 These yearly changes are 
much more dramatic than any decadal changes discussed in AR6 and have had no adverse effects 
on humanity. 

The atmosphere is a good place to measure weather changes, but not a good place to measure 
longer term climatic changes. Temperatures measured in the atmosphere, close to the surface, 
require large corrections, as described by Matthew Menne,40 these “corrections” introduce 
uncertainty.41 In many ways, sea surface temperature measurements have worse problems than 
land-based temperatures, as described by John Kennedy and colleagues.42 Problems measuring 
nighttime marine temperatures are described by Robert Junod and John Christy.43

Measurement of changes in bulk ocean temperatures provide a better indicator of the extent of 
disequilibrium in the climate system. Unfortunately, only since about 2002-2005 have we had 
good data on ocean temperatures at the surface and at depth.44 But, going forward, the ocean 
interior will be the best place to look for a long-term stable record of the radiative disequilibrium 
that drives climate change.

In answer to the questions posed at the beginning of the chapter, are the estimates of global 
temperature change in Figure 1 accurate and comprehensive enough to tell us how quickly Earth’s 
entire surface, including the oceans, are warming? No. Is the global mean surface temperature 
a key indicator of climate change? No,�the�measurements�used�simply�reflect�local�weather�and�
environmental conditions and are affected by the chaotic conditions at the surface. And the total 
change recorded over the past century is too small relative to the basic measurement accuracy 
and natural climate variability.

39 jones, P. d., New, m., Parker, d. E., martin, S., & Rigor, I. g. (1999). Surface air Temperature and its Changes over the Past 150 years. 
Reviews of Geophysics, 37(2), 173-199.  
Retrieved from https://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.546.7420&rep=rep1&type=pdf

40 menne, m., & Williams, C. (2009a). Homogenization of Temperature Series via Pairwise Comparisons. Journal of Climate, 22(7), 1700-1717. 
Retrieved from https://journals.ametsoc.org/jcli/article/22/7/1700/32422 

41 Scafetta, N. (2021, january 17). detection of non-climatic biases in land surface temperature records by comparing climatic data and 
their model simulations. Climate Dynamics. Retrieved from https://doi.org/10.1007/s00382-021-05626-x 

42 Kennedy, j. j., Rayner, N. a., Smith, R. O., Parker, d. E., & Saunby, m. (2011). Reassessing biases and other uncertainties in sea surface 
temperature observations measured in situ since 1850; 1. measurement and sampling uncertainties. Journal of Geophysical Research, 
116. Retrieved from https://agupubs.onlinelibrary.wiley.com/doi/full/10.1029/2010jd015218 and Kennedy, j. j., Rayner, N. a., Smith, R. 
O., Parker, d. E., & Saunby, m. (2011b). Reassessing biases and other uncertainties in sea surface temperature observations measured in 
situ since 1850: 2. biases and homogenization. J. Geophys. Res., 116. doi:10.1029/2010jd015220 

43 junod, R., & Christy, j. (2019, October 10). a new compilation of globally gridded night-time marine air temperatures: The uaHNmaTv1 
dataset. RMetS, 40(5). Retrieved from https://rmets.onlinelibrary.wiley.com/doi/full/10.1002/joc.6354 

44 may, a. (2020e, November 27). Ocean Temperature Update. Retrieved from andymaypetrophysicist.com:  
https://andymaypetrophysicist.com/2020/11/27/ocean-temperature-update/ 

https://journals.ametsoc.org/jcli/article/22/7/1700/32422
https://doi.org/10.1007/s00382-021-05626-x
https://agupubs.onlinelibrary.wiley.com/doi/full/10.1029/2010JD015218
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SUMMARY: Is there less and less snow due to global warming? 
The general public probably thinks this is the case. However, snow cover 
data in the Northern Hemisphere show a conflicting picture. In spring 
and summer a decline is visible, but the well-known Rutgers Data Lab 
shows an increase in autumn and winter. IPCC introduced a fresh new 
blended dataset in AR6 that changed the positive trend in the Rutgers 
dataset into a negative trend all year round. Is this new picture really 
the best available science or does it mainly demonstrate bias in the 
IPCC process? 

g
lobal temperature has increased by more than 1°C over the past 170 years. 
Intuitively one might think that a warmer climate would automatically lead to 
a reduced snow cover on the planet. Several climate scientists have therefore 
predicted that in some parts of the world, due to global warming, snow will be 
a thing of the past. But this idea is too simple, because presence or absence of 
snow on the ground is not just dependent on temperature but also on precipi-
tation, wind and cloud cover. For example, it is little known that Antarctica and 

large�parts�of�the�Arctic�are�actually�classified�as�so-called�‘polar�deserts’,�i.e.�regions�with�limited�
precipitation (Fig. 1). Especially in the Arctic, an increase in precipitation may therefore easily 
boost the snow cover extent in this region and in the Northern Hemisphere. 

Figure 1: average annual precipitation. Source: uSgS, https://www.usgs.gov/media/images/generalized-world-precipitation- map

Snow Cover Extent in AR6

Chapter 2 of the IPCC’s 6th climate assessment report (AR6)1 reports the ‘Changing state of the 
climate system’ (IPCC, 2021). This includes a summary of changes in snow cover extent (SCE) for 
the Northern Hemisphere (NH). The chapter reveals that SCE trends for autumn and winter are 
unclear. Whilst NOAA data suggests an increase in SCE (e.g. Hernández-Henríquez et al., 2015), 
composite ensemble data claims a decrease (e.g. Mudryk et al., 2020). Quote from the AR6 report, 
sub-chapter 2.3.2.2, page 2-67 (our bold):

1 IPCC. Climate Change 2021: The Physical Science Basis. Contribution of Working Group I to the Sixth Assessment Report of the Intergovern-
mental Panel on Climate Change. Cambridge university Press, 2021

about:blank


57 4 CONTROVERSIal SNOW TRENdS SubjECT TO fINal EdITINg

“Analysis of the combined in situ observations (Brown, 2002) and the multi-observation product 
(Mudryk et al. 2020) indicates that since 1922, April SCE in the NH has declined by 0.29 million 
km2 per decade, with significant interannual variability (Figure 2.22) and regional differences 
(Section 9.5.3.1). […] Analysis using the NOAA Climate Data Record shows an increase in 
October to February SCE (Hernández-Henríquez et al., 2015; Kunkel et al., 2016) while analy-
ses based on satellite borne optical sensors (Hori et al., 2017) or multi observation products 
(Mudryk et al., 2020) show a negative trend for all seasons (section 9.5.3.1, Figure 9.23). The 
greatest declines in SCE have occurred during boreal spring and summer, although the estimated 
magnitude is dataset dependent (Rupp et al., 2013; Estilow et al., 2015; Bokhorst et al., 2016; 
Thackeray et al., 2016; Connolly et al., 2019).”

Interestingly, the IPCC in chapter 2 only illustrates the decreasing trend for April (i.e. spring), 
where full agreement of all authors exist:

Figure 2: april snow cover extent (SCE) for the Northern Hemisphere. from: aR6, chapter 2.

The theme is being picked up again in Chapter 9 of AR6 (Ocean, cryosphere and sea level change). 
Here the IPCC authors add a judgment and explicitly favour the decreasing autumn SCE trend, be-
cause the increasing SCE trend could not be ‘replicated’ and is seen as somewhat ‘anomalous’. The 
IPCC�concludes:�“There�is�therefore�medium�confidence�that�the�NH�SCE�trend�for�the�1981-2016�
period was also negative during these two months [October, November]”. Quote from the AR6 
report, sub-chapter 9.5.3.1, page 1281 (our bold):

“Compared to numerous studies on spring SCE changes, less attention has been paid to changes 
in NH snow cover during the onset period in the autumn, a challenging period to retrieve 
snow information from optical satellite imagery due to persistent clouds and decreased solar 
illumination at higher latitudes. Positive trends in October and November SCE in the NOAA-
CDR (Hernández-Henríquez et al., 2015) are not replicated in other surface, satellite, and 
model datasets (Brown and Derksen, 2013; Peng et al., 2013; Hori et al., 2017; Mudryk et al., 
2017). The positive trends from the NOAA-CDR are also inconsistent with later autumn 
snow-on dates since 1980 (-0.6 to -1.4 days per decade), based on historical surface observa-
tions, model-derived analyses and independent satellite datasets (updated from Derksen et al., 
2017). Furthermore, the SCE trend sensitivity to surface temperature forcing in the NOAA-CDR 
is anomalous compared to other datasets during October and November (Mudryk et al., 2017). 
There is therefore medium confidence that the NH SCE trend for the 1981-2016 period was 
also negative during these two months (Mudryk et al., 2020).”

The�IPCC�visually�emphasizes�their�preference�by�replicating�a�figure�from�Mudryk�et�al.�(2020)�in�
the AR6 report:
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Figure 2.22 | April snow cover extent (SCE) for the Northern Hemisphere 
(1922–2018). Shading shows very likely range. The trend over the entire 1922–2018 
period (black line) is –0.29 (± 0.07) million km2 per decade. Further details on data 
sources and processing are available in the chapter data table (Table 2.SM.1).  
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Figure 3: Snow cover extent (SCE) for the Northern Hemisphere. from: aR6, chapter 9, based on mudryk et al. (2020). 

The work of Mudryk et al. (2020)2 is being explicitly praised by the AR6 authors:

“Since the SROCC, progress in characterizing seasonal NH snow cover changes has been 
made through the combined analysis of datasets from multiple sources (surface observa-
tions, remote sensing, land surface models and reanalysis products). A recent combined dataset 
(Mudryk et al., 2020) identified negative NH SCE trends in all months between 1981 and 2018, 
exceeding -50 × 103 km2 yr⁻1 in November, December, March and May (Figure 9.23a,b).”

Discrepancy with other studies

The AR6 report clearly favours studies that suggest a reduction in NH autumn and winter snow 
cover extent (SCE) trend. This is surprising because the world authority group on the topic arrives 
at a very different conclusion. On its website the Rutgers Global Snow Lab3 provides time series 
for Northern Hemisphere snow cover extent, separately plotted for autumn, winter and spring. 
Whilst SCE is decreasing in spring (and summer), it is clearly increasing in autumn and winter in 
this dataset (Fig. 4). 

Rutgers generates their time series based on the Northern Hemisphere SCE CDR v01r01 from 
the National Centers for Environmental Information (NCEI). The Rutgers Snow Lab data formed 
also the basis for a NH SCE analysis by Connolly et al. (2019).4 Not surprisingly, the study found 
similar results as Rutgers themselves, i.e. an increase in SCE for the NH during autumn and winter 
(though�statistically�not�significant),�and�a�decrease�in�spring�and�summer.

The Rutgers SCE time series is 54 years long, and the one used by Mudryk et al. (2020) only 37 
years.�The�drivers�and�attribution�of�the�documented�fluctuations�in�SCE�are�therefore�hard�to�
interpret.�It�is�well�known�that�the�Northern�Hemisphere�climate�is�strongly�influenced�by�At-
lantic multidecadal variability (Wyatt et al., 2012).5 The Atlantic Multidecadal Oscillation (AMO) 
has a cycle duration of 60-70 years, which is longer than the time series of the available data. For 
example, it cannot be ruled out that the increase in NH snow cover extent during autumn (Fig. 4) 
actually�reflects�the�transition�of�a�negative�AMO�(1965-1995)�to�a�positive�AMO�(prevailing�since�
late 1990s) (Fig. 5). Notably, multidecadal climate variability is not even addressed in Chapter 3 
(Human�influence�on�the�climate�system)�of�the�AR6�(sub-chapter�3.4.2,�pages�470-471).�

It is unclear why the IPCC favours the more dramatic version of the NH SCE development, with a re-
duction�in�all�four�seasons.�In�part�this�may�be�related�to�the�fact�that�the�first�author�of�Mudryk�et�
al. (2020), Lawrence Mudryk, is a Contributing Author to chapter 2 of AR6, in which the SCE trends 

2 mudryk, l., Santolaria-Otín, m., Krinner, g., ménégoz, m., derksen, C., brutel-Vuilmet, C., brady, m., and Essery, R., 2020, Historical 
Northern Hemisphere snow cover trends and projected changes in the CmIP6 multi-model ensemble: The Cryosphere, v. 14, no. 7, p. 
2495-2514.

3 Rutgers global Snow lab. „Northern Hemisphere Seasonal Snow Cover Extent.“ https://climate.rutgers.edu/snowcover/chart_ 
seasonal.php?ui_set=nhland&ui_season=1 (2022).

4 Connolly, R., Connolly, m., Soon, W., legates, d. R., Cionco, R. g., and Velasco Herrera, V. m., 2019, Northern Hemisphere Snow-Cover 
Trends (1967–2018): a Comparison between Climate models and Observations: geosciences, v. 9, no. 3, p. 135.

5 Wyatt, m. g., Kravtsov, S., and Tsonis, a. a., 2012, atlantic multidecadal Oscillation and Northern Hemisphere’s climate variability: Climate 
dynamics, v. 38, no. 5-6, p. 929-949.
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Figure 4: Snow cover extent (SCE) for the Northern Hemisphere for autumn, winter and spring. from: Rutgers global Snow lab (2023)
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are evaluated. It appears that Mudryk may have favoured his own work over that of Rutgers Global 
Snow Lab. The lead researcher of Rutgers, David A. Robinson, has been co-author in two papers 
briefly�cited�in�Chapter�2�of�AR6,�namely�Rupp�et�al.�(2013)6 and Estilow et al. (2015).7 However, 
the two papers are only mentioned in passing in AR6, without a serious attempt to discuss the dif-
ferent results of Rutgers. David A. Robinson was not among the authors of AR6, hence did not have 
the�chance�to�influence�the�decision�on�which�school�of�thought�to�promote�in�AR6..�On�the�other�
hand, Lawrence Mudryk is employed by Environment and Climate Change Canada, the department 
of the Government of Canada responsible for coordinating environmental policies and programs. A 
political�influence�can�therefore�not�be�excluded�in�his�research.�The�author�of�this�article�contacted�
Lawrence Mudryk to better understand the differences in NH SCE trends. Unfortunately, the email 
remained unanswered by the time of the editorial deadline for this Clintel report. 

Statistical issues in Mudryk et al. 2020

Mudryk et al. (2020) produced a new time series of historical Northern Hemisphere snow extent 
anomalies and trends based on an ensemble of ‘six observation-based products’. However, in their 
table 1, Mudryk et al. (2020) show seven, not six, products. Three are actual observational data. 
Two are models driven by reanalysis model output, one is an index based on gridded, observed, 
and reconstructed daily snow depth back to 1922, and one is a reanalysis model. So the composite 
contains�a�significant�model�component�that�is�not�purely�observational.�

Mudryk et al. (2020) do not illustrate the 6 (or 7) individual data products separately, which 
should have been done in light of transparency. It is therefore not possible to evaluate which of 
the�various�datasets�actually�dominates�the�final�ensemble�composite,�whether�they�all�agree,�or�
differ greatly from each other. As a consequence, the origin of the new NH SCE composite time 
series remains a black box. Whilst data are provided by Mudryk et al. (2020) for download8, few 
researchers will have the time and motivation to thoroughly evaluate this. 

Mudryk et al. (2020) also fail to address the hot topic of autocorrelation, which is a huge and gen-
erally overlooked issue in natural datasets. Such datasets tend to be strongly autocorrelated, with 
major effects on the calculation of uncertainty. Mudryk et al. (2020) made no attempt to adjust 
for that. Typically, a probability is calculated for the case of a random time series showing a trend. 
A�usual�threshold�of�trends�becoming�statistically�significant�is�p<0.05.�Hence,�probability�values�
greater than 0.05 bear a greater risk of autocorrelation. Due to the high number of 12 monthly 
individual�data�series,�multiple�comparisons�are�made.�The�statistical�significance�criteria�for�

6 Rupp, d. E., mote, P. W., bindoff, N. l., Stott, P. a., and Robinson, d. a., 2013, detection and attribution of Observed Changes in Northern 
Hemisphere Spring Snow Cover: journal of Climate, v. 26, no. 18, p. 6904-6914.

7 Estilow, T. W., young, a. H., and Robinson, d. a., 2015, a long-term Northern Hemisphere snow cover extent data record for climate 
studies and monitoring: Earth Syst. Sci. data, v. 7, no. 1, p. 137-142.

8 https://doi.org/10.18164/cc133287-1a07-4588-b3b8-40d714edd90e
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Figure 5: development of the atlantic multidecadal Oscillation (amO). Source: Wikipedia. 
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such a group of 12 data series can be further tightened. The rational: The greater the number of 
data�series,�the�greater�the�chance�of�trends�occurring�by�chance.�It�would�have�been�beneficial�if�
Mudryk et al. (2020) had considered the Bonferroni Correction (BC), a method that corrects for 
the increased error rates when hypotheses are tested with multiple comparisons. 

Figure 7 was provided by Willis Eschenbach and shows the NH SCE trends of the blended dataset 
of�Mudryk�et�al.�(2020)�separately�for�all�12�months.�The�figure�also�shows�the�p�values�taking�
both autocorrelation and BC into account. The relevant threshold here is 0.05/12 = 0.004. Only 
five�out�of�the�12�months�of�the�Rutgers�dataset�have�p�values�below�the�combined�threshold�
(marked in red in Fig. 6). These are the months in which the trends can be safely considered statis-
tically�significant.�This,�however,�does�not�rule�out�that�other�real�trends�exist,�as�this�test�is�on�the�
conservative side. Reviewers of Mudryk et al. (2020) should have picked up the autocorrelation 
analysis issues, which could have led to the rejection of the paper. 

Figure 6: Trends of the new blended NH SCE mudryk dataset for each month with p-values of trends (autocorrelation and bonferroni 
Correction). The figure was prepared by Willis Eschenbach.

To further appreciate how small the differences are, it is also insightful to look at the full year 
round data from the Rutgers Snow Lab.

Figure 7: Northern hemisphere weekly snow cover since january 1972 according to the Rutgers university global Snow lab (http://
climate.rutgers.edu/snowcover), the thin blue line is the weekly data, and the thick blue line is the running 53 week average (approx-
imately 1 year). The horizontal red line is the 1972-2021 average. last week shown: week 1 in 2022. last figure update: 11 january 
2022. Source: Ole Humlum, climate4you.com

about:blank
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In winter, Northern Hemisphere snow cover can reach values of 50 million km2. Mudryk et al. 
(2020) now claims a decline in winter in the order of 50 thousand km2/year. That is a change of 
0.1%/year. Given the apparent variability between different datasets you wonder if such changes 
can really be detected, let alone attributed to human causes. 

Comparison with climate models

In Chapter 9 (Ocean, cryosphere and sea level change) the IPCC suggests that the snow cover ex-
tent that was simulated by climate models generally matches well with ‘observations’ as published 
by IPCC chapter 2 co-author Lawrence Mudryk and colleagues. Quote from sub-chapter 9.5.3.2, 
page 1286 (our bold):

“Analysis of the available CMIP6 historical simulations for the 1981-2014 shows that on average, 
CMIP6 models simulate well the observed SCE (Mudryk et al., 2020), except for outliers 
and a median low bias during the winter months (Figure 9.24a). This is an improvement over 
CMIP5 (Mudryk et al., 2020), in which many snow-related biases were linked to inadequacies of 
the vegetation masking of snow cover over the boreal forests (Thackeray et al., 2015). A compari-
son between CMIP5 and CMIP6 results (Mudryk et al., 2020) shows that there is no notable prog-
ress in the quality of the representation of the observed 1981-2014 monthly snow cover trends.”

However, the conclusion would be very different, if the purely observational data (without major 
modeling input) of Rutgers Global Snow Lab was considered as reference. Connolly et al.9 showed 
that climate models cannot replicate the increasing trend in the Rutgers dataset in the fall and 
winter. 

Figure 8: Northern Hemisphere snow cover in autumn/fall and winter. Top panel: observations based on the Rutgers Snow lab data. 
bottom panel: based on CmIP5 simulations. Source of the figure: Connolly et al. (2019). 

The authors observe that: 

“None of the current computer models can explain why snow cover might have increased in 
recent years.” 

We note that the Connolly paper is mentioned in the chapter in the following way: 

“The greatest declines in SCE have occurred during boreal spring and summer, although the 
estimated magnitude is dataset dependent (Rupp et al., 2013; Estilow et al., 2015; Bokhorst et al., 
2016; Thackeray et al., 2016; Connolly et al., 2019).”

To highlight Connolly et al. (2019) in this way is misleading. Yes, it also showed the decline in SCE 
in spring and summer, but the main message of the paper was that climate models can’t reproduce 

9 Connolly, et al., 2019, Northern Hemisphere Snow-Cover Trends (1967-2018): a Comparison between Climate models and Observations, 
geosciences, 9, 135, doi:10.3390/geosciences9030135
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the increasing trend in Autumn/Fall and Winter. AR6 failed to acknowledge this. Are the AR6 au-
thors favouring the results of Mudryk et al. (2020) over those of Rutgers Global Snow Lab because 
of�a�better�model�fit?

CMIP6 climate models also fail to correctly reproduce Northern Hemisphere snow depth trends 
(Zhong et al., 2022).10 The simulations suggest decreasing snow depth trends for the last 70 years 
that contradict the observations. The study of Zhong et al. (2022) revealed that the simulated 
snow depths are insensitive to precipitation but too sensitive to air temperature. These inaccurate 
sensitivities could explain the discrepancies between the observed and simulated snow depth 
trends.�Based�on�these�findings,�they�recommend�caution�when�using�and�interpreting�simulated�
changes in snow depth and associated impacts. The CMIP6 models may require more detailed and 
comprehensive treatments of snow physics to more accurately project snow cover.

Discussion

What physical processes could explain the positive NH SCE trends of Rutgers for autumn and 
winter? Allchin and Déry (2020)11 have suggested that the changes might be a result of alterations 
in atmospheric patterns. Today, these patterns during autumn are delivering additional moisture 
northward to high latitude interior continental areas, where it is cold enough for snow to form. In 
previous decades, however, these “Arctic deserts” appear to have received less moisture, resulting 
in reduced snow cover. 

IPCC REPORTING 

The trends in Northern Hemisphere snow cover extent are just one of many examples of biased re-
porting in the IPCC AR6 report. The outcome of the assessment is largely decided at the time when 
report authors are nominated. In this case, the lead author of a key paper, Lawrence Mudryk, 
was�nominated�as�contributing�IPCC�author�and�most�likely�influenced�the�direction�of�the�IPCC�
literature review in his own favour. The Second Order Draft (the last draft that is seen by external/
expert reviewers) already showed the results of the Mudryk et al. (2020) paper although that 
paper at the time had only been submitted to the journal. This is not forbidden under the IPCC 
rules, however it is clear that this favours the promotion of authors’ and lead authors’ own work. 
Also, no (or very few) expert reviewers will go to the effort to ask for the submitted paper so one 
can safely conclude that these results were not reviewed before they entered as the key claim 
surrounding snow cover trends in the AR6 report.

IPCC author nominations are typically initiated (at the upper levels, then cascading down) by the 
IPCC Bureau, a politically-controlled body of all IPCC member states. Lawrence Mudryk is em-
ployed by a Canadian government-related institute responsible for coordinating environmental 
policies and programs. The current Canadian Minister of Environment and Climate Change, Steven 
Guilbeault, was previously a Director and Campaign Manager for Greenpeace. The case demon-
strates the importance of strictly separating science from policy. IPCC author nominations need to 
be done by politically-independent scientific bodies, not by government-related panels.
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The IPCC’s Sixth Assessment Report (AR6) claims that sea level rise is 
accelerating. However, the evidence for this is rather thin. The best 
available evidence for long-term sea level changes comes from tide 
gauge records. These records typically show remarkably linear behavior 
for more than a century.

T
ide gauges around the world on average show a long term rise of about 1.7 mm/yr 
while satellite records since 1993 indicate double that rate, around 3.4 mm/yr. Tide 
gauges directly measure local sea surface height whereas satellite telemetry calcu-
lations measure something different, the eustatic sea level. IPCC’s accelerating sea 
level rise seems to rely on “hybrid reconstructions” that combine these disparate 
datasets and often include modeled data. 1,2

The�IPCC’s�AR6�makes�the�following�specific�claims�about�present�and�future�global�
mean sea level (GMSL) rise:

“Global mean sea level increased by 0.20 [0.15 to 0.25] m between 1901 and 2018.  
The average rate of sea level rise was 1.3 [0.6 to 2.1] mm yr–1 between 1901 and 1971, 
increasing to 1.9 [0.8 to 2.9] mm yr–1 between 1971 and 2006, and further increasing  
to 3.7 [3.2 to 4.2] mm yr–1 between 2006 and 2018 (high confidence)….”
A.1.7, page SPM-5, Summary for Policymakers IPCC AR6 WGI 

(Final Version)3

“The SROCC found that four of the five available tide gauge reconstructions that extend back to 
at least 1902 showed a robust acceleration (high confidence) of GMSL rise over the 20th century, 
with estimates for the period 1902-2010 (-0.002 to 0.019 mm yr–2) that were consistent with the 
AR5.“ 

Chapter 9, page 1287 (Final Version)4

The increase of sea level during the past 200 years does not come as a surprise. Sea level was 
falling in the transition from the Medieval Warm Period (MWP, 850-1250 AD) to the Little Ice Age 
(LIA, 1450-1850 AD) as large amounts of water were taken up by glaciers and ice caps (Fig. 1).5 
The LIA represents one of the coldest phases of the entire last 10,000 years. After the LIA ended, 
glaciers and ice caps began to melt again and released water that ended up in the oceans, resulting 
in rising sea level.6

However, the recent further acceleration claimed by the AR6 coincides largely with the switch 
from pure tide gauge data to satellite data that became available only since 1992. Uncertainties  
in the calibration of the satellite results and discrepancies with synchronously recording tide 

1 Sea level Research group university of Colorado https://sealevel.colorado.edu/presentation/what-definition-global-mean-sea-level-
gmsl-and-its-rate 

2 Rovere, a., Stocchi, P. & Vacchi, m. Eustatic and Relative Sea level Changes. Curr Clim Change Rep 2, 221–231 (2016). https://doi.
org/10.1007/s40641-016-0045-7 

3 IPCC, 2021: Summary for Policymakers. In: Climate Change 2021: The Physical Science basis. Contribution of Working group I to the Sixth 
assessment Report of the Intergovernmental Panel on Climate Change

4 IPCC aR6 Chapter 9 p. 1287 https://www.ipcc.ch/report/ar6/wg1/
5 Kopp, R. E., Kemp, a. C., bittermann, K., Horton, b. P., donnelly, j. P., gehrels, W. R., Hay, C. C., mitrovica, j. X., morrow, E. d.,  Rahmstorf, S. 

(2016): Temperature-driven global sea-level variability in the Common Era: Proceedings of the National academy  
of Sciences 113 (11), E1434-E1441.

6 grinsted, a., moore, j. C., jevrejeva, S. (2010): Reconstructing sea level from paleo and projected temperatures 200 to 2100 ad: Climate 
dynamics 34 (4), 461-472

https://sealevel.colorado.edu/presentation/what-definition-global-mean-sea-level-gmsl-and-its-rate
https://sealevel.colorado.edu/presentation/what-definition-global-mean-sea-level-gmsl-and-its-rate
https://doi.org/10.1007/s40641-016-0045-7
https://doi.org/10.1007/s40641-016-0045-7
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gauges suggests that at least part of the acceleration may in fact be an artefact due to the change  
in methodology.
During the 20th century, global sea level rose about 20 cm, at a rate, according to U.S. NOAA, 
of 1.7 mm/yr (+/- 0.4 mm). Other estimates and reconstructions are all just under 2.0 mm/yr. 
NOAA’s rate is based on tide gauges7 that directly measure local Relative Sea Level (RSL) – the 
height of the surface of the ocean relative to the land at the tide gauge location. “RSL is a combi-
nation of the sea level rise and the local Vertical Land Motion (VLM).”8 In order to discover how 
much of RSL is actual rise in the height of the sea surface, which is known as absolute sea level 
(ASL)9, and not sinking (or subsidence) of the land, tide gauges must be coupled to Continuously 
Operating Reference Stations (CORS) mounted on the same structure as the tide gauge. This is 
called�Continuous�Global�Positioning�System�at�Tide�Gauges�(CGPS@TG).�

It�is�not�possible�to�simply�average�global�tide�gauge�records�and�determine�a�global�figure�for�sea�
level rise unless these records have all been corrected for vertical land motion, which will not be 
possible�until�there�are�an�adequate�number�of�widespread�CGPS@TG�stations.�U.S.�NASA�records�
a different metric for global mean sea level which it obtains through remotely sensed satellite 
telemetry.10�Since�1993,�NASA�finds�the�change�in�their�global�mean�sea�level�(GMSL)�metric�rising�

7 manual on Sea level measurement and Interpretation. https://library.wmo.int/doc_num.php?explnum_id=932
8 NOaa Tides and Currents https://tidesandcurrents.noaa.gov/sltrends/
9 CgPS@Tg Working group of the Sea level Center at the university of Hawaii https://imina.soest.hawaii.edu/cgps_tg/introduction/index.

html
10 NaSa Earth Observatory https://earthobservatory.nasa.gov/images/147435/taking-a-measure-of-sea-level-rise-ocean-altimetry 

Figure 1: global sea level reconstruction by Kopp et al. 2016.5 X-axis shows years bC (negative)/ad (positive values).

Figure 2: global sea level reconstruction by grinsted et al. 2010.6 Sea level rose more slowly in the decades after the lIa from 1860 to 
1940. as the subsequent warm period developed, sea level rose more quicky from mid-20th century onwards.

https://library.wmo.int/doc_num.php?explnum_id=932
https://tidesandcurrents.noaa.gov/sltrends/
https://imina.soest.hawaii.edu/cgps_tg/introduction/index.html
https://imina.soest.hawaii.edu/cgps_tg/introduction/index.html
https://earthobservatory.nasa.gov/images/147435/taking-a-measure-of-sea-level-rise-ocean-altimetry


68 5 aCCElERaTEd SEa lEVEl RISE: NOT SO faST SubjECT TO fINal EdITINg

at a rate of 3.4 mm/yr. Satellite GMSL however is not a measurement of the height of the surface of 
the oceans, but rather:

“It can also be thought of as the ‘eustatic sea level.’ The Eustatic Sea Level [ESL] is not a physical 
sea level (since the sea levels relative to local land surfaces vary depending on land motion and 
other factors), but it represents the level if all of the water in the oceans were contained in a 
single basin.”11 (emphasis added)

This is important because all the oceans are not at the same level or height, for example at the 
Panama�Canal,�sea�level�is�20�cm�higher�on�the�Pacific�side�than�on�the�Atlantic�side.12 

The IPCC’s AR6 claims that sea level rise has been accelerating, or rising faster and faster.13 More 
specifically,�the�IPCC�says�that:�

“four of the five available tide gauge reconstructions that extend back to at least 1902 
showed a robust acceleration (high confidence) of GMSL rise over the 20th century, with es-
timates for the period 1902-2010 (-0.002 to 0.019 mm yr–2)” (AR6, page 1287, emphasis added)

Five sea level research groups did reconstructions of the uncorrected global tide gauge data. One 
of�the�five�groups�found�no acceleration.�Four�of�the�five�groups�found�some�acceleration�of�SLR�
over the 20th century. Their estimates of SLR acceleration range from 2/1000ths to 2/100ths of 
a millimeter/yr2. An acceleration of 2/1000ths of a mm/yr2, for a century, raises sea level by less 
than�an�inch�(2.54�cm),�not�a�very�“robust”�finding.�An�acceleration�of�2/100ths�of�a�mm/yr2 over 
a century results in an additional 10 cm of sea level rise. Here is what a sea level graph would look 
with and without these two rates of acceleration over a century: 

Figure 3: linear increase (blue trace) at 2 mm/yr produces a straight line. adding 0.002 mm/yr2 (black trace) and 0.02 mm/yr2 (orange 
trace) produce upward curving lines. End points on right show resulting increase in sea level after 100 years.

We see that the accelerating sea level produces a curved trend, while the steady sea level rise pro-
duces a trend that is straight. Here are the two graphs shown in the AR6 report:

11 Sea level Research group university of Colorado What is the definition of global mean sea level (gmSl) and its rate? | Sea level Research 
group (colorado.edu). Rovere, a., Stocchi, P. & Vacchi, m. Eustatic and Relative Sea level Changes. Curr Clim Change Rep 2, 221–231 
(2016). https://doi.org/10.1007/s40641-016-0045-7

12 Reid, joseph, 1961, On the temperature, salinity, and density differences between the atlantic and Pacific oceans in the upper kilometre 
- Sciencedirect

13 IPCC, 2021: Summary for Policymakers. In: Climate Change 2021: The Physical Science basis. Contribution of Working group I to the Sixth 
assessment Report of the Intergovernmental Panel on Climate Change 
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Figure 4: Sea level rise since 1850 and over the satellite era – 1993 to present. figure 2.28 C and d in aR6, page 354.

This graph reminds us of the so-called spaghetti graphs that are used in millennial proxy recon-
structions. The graph shows different data sets and mixes them together. Especially since the 
satellite era started, the different lines are pretty close to one another, strongly suggesting that 
reconstructions�based�on�tide�gauges�confirm�the�higher�satellite�trend�of�3�mm/yr.�In�the�supple-
mentary material the IPCC is apparently making the data available. But when we checked recently 
only two out of the twenty datasets were available. Only a few datasets are based on tide gauges 
(Church & White 2011, Ray & Douglas 2011, Jevrejeva et al 2014) and these datasets end around 
2010 in the IPCC graph. But what is not shown is that these tide gauge measurements typically 
show�multidecadal�phases�of�acceleration�and�deceleration�as�is�shown�in�the�following�figure:

Figure 5: sea level acceleration and deceleration in three tide gauges datasets. Source: Willis Eschenbach
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If the IPCC had mentioned the period 1940 to 1980 separately, they then should have mentioned a 
decreasing rate of sea level rise. The yellow and blue reconstructions show early signs of another 
period of deceleration, which you would expect based on the historical patterns. The Frederikse et 
al 2020 paper14�that�is�part�of�the�IPCC�graph�above�did�show�these�decadal�fluctuations:

Figure 6: sea level trend based on a so-called sea level budget method as used in frederikse et al 2020. The thick blue line is the 
observed trend and black is based on the sum of different components.

Many researchers have cautioned that sea level is associated with natural cycles with a duration of 
~60 years.15 It is possible that the acceleration is actually part of this natural cyclicity. 

Relative sea level

As mentioned, tide gauges directly measure relative sea level at a single location. The illustration 
in Figure 7 shows the three components of local relative sea level: vertical land motion of the re-
gional land mass, subsidence of the tide gauge structure – such as a pier or a dock – and absolute 
sea level rise, the actual rising of the height of the surface of the sea. Added together they produce 

14 frederikse, T., landerer, f. C., Caron, l., adhikari, S., Parkes, d., & Humphrey, V. (2020). The causes of sea-level rise since 1900. Nature, 584, 
393-397. Retrieved from https://www.nature.com/articles/s41586-020-2591-3

15 ding, H., jin, T., li, j., & jiang, W. (2021). The contribution of a newly unraveled 64 years common oscillation on the estimate of pres-
ent-day global mean sea level rise. journal of geophysical Research: Solid Earth, 126, e2021jb022147.  
https://doi.org/10.1029/2021jb022147
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the change measured by the tide gauge. The local tides, usually two highs and lows a day, can easi-
ly�be�averaged�out�to�find�a�mean�sea�level�for�each�day,�week,�month,�and�year.

The values are the mean relative sea level for that location. Figure 7 shows the graph of The Bat-
tery at New York City, USA.

Figure 8: Sea level trend graph from u.S. NOaa for The battery at New york City. linear across the entire 165-year record showing no 
acceleration. 

Though it is highly variable, the graph is clearly linear – showing no acceleration over the entire 
165-year record. This is directly measured data, not remotely sensed, and calculated. 

Global sea level rise trends are highly variable, changing rates, and even direction decade by de-
cade as the graph from Frederikse et al. shows. And, while it is easy to pick out decades with faster 
rise and fall, overall, the picture presented by long-term tide gauge records is clear. 

The tide gauge record for NY City exhibits a steady rise of just under 3 mm/yr, including the down-
ward vertical land motion which accounts for more than half of the relative sea level.16 

Countering�the�IPCC’s�opinion�that�they�have�calculated�“a�robust�acceleration�(high�confidence)�
of GMSL rise over the 20th century”, are the directly measured, long-term (>50 years) tide gauge 
records all over the world which show the same linear trends, unaffected by acceleration, neither 
slowing down nor speeding up. Graphs of these tide gauge records can be found for U.S. and global 
tide gauges at NOAA’s Tides and Currents web site.17 

In another paper in 2016, Thompson et al.18 provide the chart illustrating the consistency of rela-
tive sea level trends at tide gauges internationally, shown in Figure 9.

The mean of relative sea level trends before correction for vertical land motion is 1.69 mm/yr, 
very close to NOAA’s 1.7 mm/yr, and when corrected, gives an estimate of absolute sea level rise 
trends, of 1.57 mm/yr.

The only sea level rise of any real concern for mankind is relative sea level at our shorelines,  
our ports and our cities. Relative sea level, averaged for all 149 U.S. NOAA tide stations and un-
corrected for vertical land motion, is 2.01 mm/yr and for all of NOAA’s global tide stations, it is 
1.4 mm/yr. 

16 Snay, Richard, et al. “using global positioning system-derived crustal velocities to estimate rates of absolute sea level change from North 
american tide gauge records.” journal of geophysical Research: Solid Earth 112.b4 (2007). https://agupubs.onlinelibrary.wiley.com/doi/
full/10.1029/2006jb004606 

17 for u.S. stations: https://tidesandcurrents.noaa.gov/sltrends/sltrends_us.html and for global stations: https://tidesandcurrents.noaa.
gov/sltrends/sltrends_global.html 

18 Thompson, P. R., et al. “are long tide gauge records in the wrong place to measure global mean sea level rise?.” geophysical Research 
letters 43.19 (2016): 10-403. https://doi.org/10.1002/2016gl070552 

https://tidesandcurrents.noaa.gov/sltrends/sltrends_us.html
https://tidesandcurrents.noaa.gov/sltrends/sltrends_global.html
https://tidesandcurrents.noaa.gov/sltrends/sltrends_global.html
https://doi.org/10.1002/2016GL070552
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Absolute sea level rise

Absolute sea level rise, the actual increase in height of the sea surface, is much smaller than the 
value derived from tide gauge records corrected for vertical land motion by NOAA’s network.19 
Snay et al. (2007)20 found the average absolute sea level for its 37 corrected U.S. tide stations to 
be 1.28 mm/yr. Snay et al. (2016)21 gives an average of vertical land motion for all 1289 CORS 
stations of minus 1.68 mm/yr – that is downward land movement. 

All-in-all, vertical land movement is of the same magnitude as the actual increase in absolute sea 
level when directly measured by CGPS-corrected tide gauges22 at places of interest to mankind. 
That measured increase in the height of the sea surface is found to be far less than 2 mm/yr, and 
not the 3.4 mm/yr reported for the conceptual eustatic sea level from satellite altimetry. Tide gauge 
records do not show any acceleration in the rate of either relative sea level or absolute sea level. 

Mankind’s ports, cities, and seashores have thrived despite the sea level rise of the last century, 
which in many cases has been ignored. That same slow and steady aspect of global sea level  
rise and continuing advances in technology make adaptation to future sea level rise eminently 
possible. 

19 NOaa CORS Network (NCN) https://geodesy.noaa.gov/CORS/index.shtml
20 Snay, Richard, et al. “using global positioning system-derived crustal velocities to estimate rates of absolute sea level change from North 

american tide gauge records.” journal of geophysical Research: Solid Earth 112.b4 (2007). https://agupubs.onlinelibrary.wiley.com/doi/
full/10.1029/2006jb004606 

21 Saleh, jarir, yoon, Sungpil, Choi, Kevin, Sun, lijuan, Snay, Richard, mcfarland, Phillip, Williams, Simon, Haw, don and Coloma, francine. 
“1996–2017 gPS position time series, velocities and quality measures for the CORS Network” journal of applied geodesy, vol. 15, no. 2, 
2021, pp. 105-115. https://doi.org/10.1515/jag-2020-0041 

22 CgPS@Tg Working group of the Sea level Center at the university of Hawaii https://imina.soest.hawaii.edu/cgps_tg/introduction/index.
html

Figure 1. Least squares linear sea level trends during
1901–2000. (a) Observed. (b) Corrected for glacial isostatic
adjustment (GIA) using the ICE-6G VM5a (blue) and
ICE-5G VM2 (white). Solid and dashed lines in both
panels represent the mean and 1σ range, respectively.
In Figure 1b, the lines correspond to the ICE-6G VM5a
correction; values for the mean and standard deviation
using the ICE-5G VM2 correction are given in parentheses.

Figure 9: Tide gauge records from around the world show an uncorrected average rate of SlR of 1.69 mm/yr and a rate of 1.57 mm/yr 
when corrected for Vlm. Contradicting the 3.4 mm/yr found by satellites.

https://geodesy.noaa.gov/CORS/index.shtml
https://doi.org/10.1515/jag-2020-0041
https://imina.soest.hawaii.edu/cgps_tg/introduction/index.html
https://imina.soest.hawaii.edu/cgps_tg/introduction/index.html
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H
ardly any other topic in the climate sciences is as controversial as the climate 
effect�of�the�Sun.�Whilst�some�are�firmly�convinced�that�the�solar�influence�on�
climate is negligible, others attribute all climate change to the Sun. The debate 
is somewhat reminiscent of the geologists’ dispute of the early 19th Century 
when scholars fervently argued about the origin of rocks. The “Neptunists” were 
quite certain that all rocks were formed as sedimentary deposits in water, while 
the “Plutonists” saw only volcanic forces at work. Today we know: the truth is 

in the middle, there are different ways rocks are formed. We smile today about this episode of 
scientific�history,�but�can�we�be�sure�that�history�is�not�repeating�itself�right�in�front�of�our�eyes?�
In this chapter we look at the 6th Climate Assessment Report (AR6) from the IPCC (available 
here)�and�compare�its�statements�about�the�solar�influence�on�climate�to�the�wide�spectrum�of�
peer-reviewed�scientific�literature.�It�is�expected�that�the�regular�IPCC�reports�are�a�thorough�and�
balanced summary of climate publications where uncertainties and their implications are clear-
ly discussed. How well did the IPCC do its job when it comes to the Sun and its potential role in 
climate change? 

It�is�undisputed�that�a�very�large�body�of�scientific�publications�from�all�over�the�world�support�
the�claim�that�variations�in�solar�activity�influence�local�and�global�climate.�However,�there�is�a�
heated�debate�as�to�whether�solar�related�forcings�are�sufficiently�relevant�for�interpreting�global�
climatic changes and, in particular, the global warming trend of about 1 °C observed since 1900. 
More�specifically�the�AR6�report�mainly�advocates�the�CMIP6�global�circulation�model�climate�
change attribution results which conclude that the role of the Sun in 20th century global warming 
is negligible. Moreover, solar forcing is claimed to have been slightly “negative” since the 1980s, 
which would exclude any solar contribution to the warming observed over the last 40 years.

Let�us�briefly�discuss�this�topic�and�highlight�a�number�of�issues�that�were�not�properly�addressed�
in�the�IPCC�AR6�report�that�suggest�a�significant�solar�contribution�to�climate�change�including�the�
past�40�years.�The�interested�reader�can�find�a�more�detailed�analysis�of�the�ongoing�debate�about�
the�influence�of�solar�activity�on�climate�in�the�recent�review�paper�by�Connolly�et�al.�(2021)1, 
which was co-authored by 23 experts in solar-climate interactions and cites 545 works. The re-
view discusses the current uncertainties regarding both solar and climate data, and concludes that 
different solar forcings and climatic indicators: 

“suggest everything from no role for the Sun in recent decades (implying that recent global 
warming is mostly human-caused) to most of the recent global warming being due to changes in 
solar activity (that is, that recent global warming is mostly natural)“. 

Thus, it appears that the conclusions presented in IPCC-AR6 are consistent only with a portion of 
the�published�scientific�literature,�the�portion�that�minimizes�the�role�of�the�sun�while�maximizing�
the anthropogenic component.

Numerous case studies support solar participation in the climate 
equation

Let’s look at a recent example from Great Britain to illustrate the intriguing relationships found 
so far.2 Figure 1 compares the British September temperatures with solar activity. Over many 
decades a stunning synchronicity of the parameters were observed. Between 1940 and 2000 the 
match is so good the relationship could have been used to forecast the weather. At the turn of the 
millennium,�however,�the�correlation�broke�down,�as�it�did�several�times�in�the�first�half�of�the�20th 
century. Quite likely, the two parameters will correlate better again at some point in the future, as 
the match seems to come and go every few decades. A possible solution to this apparent alternat-

1 Connolly R, Soon W, Connolly m, baliunas S, berglund j, butler Cj, Cionco Rg, Elias ag, fedorov Vm, Harde H, et al. How much has the Sun 
influenced Northern Hemisphere temperature trends? an ongoing debate. Research in Astronomy and Astrophysics 2021, 21:131.

2 lüdecke H-j, Cina R, dammschneider H-j, lüning S. decadal and multidecadal natural variability in European temperature. Journal of 
Atmospheric and Solar-Terrestrial Physics 2020, 205:105294.

https://www.ipcc.ch/report/ar6/wg1/
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ing correlation between the 11-year solar cycle and the corresponding decadal climatic oscillation 
was proposed by Scafetta3,4 showing, for example, that globally at the decadal scale the climate 
system is regulated by two beating oscillations at about 9 and 11 years. The 9-year one appears to 
be related to long soli-lunar cycles while the 11-year one is related to the solar cycles. The beats 
between these two (and possible other) close oscillations may produce alternating periods of high 
and low correlation between solar and climate cycles.

Figure 1: Comparison of September temperatures in the uK (black) and variations in solar activity (red) during the last 120 years. 
green dots mark phases of good synchronicity, the red dot shows a contrary development. graphic modified after  lüdecke, Cina2.

The result shown in Figure 1 is not unique. There is an extensive literature with empirical case 
studies�on�solar�influence�on�climate�that�shows�that�a�good�correlation�between�temperature�
development and solar activity exists in various regions of the world.5,6,7,8,9 

The 11-year Schwabe solar cycle has been documented in numerous climate data series, for exam-
ple in the westerly winds of Central Europe,10 in tree rings in southern Germany11 and Japan,12 in 
sedimentary deposits of the Ionian Sea13 and the Bering Sea,14�in temperatures of Portugal15�and 

3 IPCC. Special Report on global warming of 1.5 °C above pre-industrial levels and related global greenhouse gas emission pathways. 
http://www.ipcc.ch/report/sr15/ 2018.

4 Scafetta, N.: 2010. Empirical evidence for a celestial origin of the climate oscillations and its implications. Journal of Atmos pheric and 
Solar-Terrestrial Physics, 72, 951–970.

5 usoskin Ig, Schüssler m, Solanki SK, mursula K. Solar activity, cosmic rays, and Earth’s temperature: a millennium-scale comparison. 
Journal of Geophysical Research: Space Physics 2005, 110.

6 Zherebtsov ga, Kovalenko Va, molodykh SI, Kirichenko KE. Solar variability manifestations in weather and climate characteristics. Journal 
of Atmospheric and Solar-Terrestrial Physics 2019, 182:217-222.

7 lüning S, Vahrenholt f. The Sun’s Role in Climate. In: Chapter 16 in “Evidence-Based Climate Science” (Second Edition): Elsevier; 2016, 283-
305.

8 Engels S, van geel b. The effects of changing solar activity on climate: contributions from palaeoclimatological studies.  
J. Space Weather Space Clim. 2012, 2:a09.

9 Ibid 1
10 Schwander m, Rohrer m, brönnimann S, malik a. Influence of solar variability on the occurrence of central European weather types from 

1763 to 2009. Clim. Past 2017, 13:1199-1212.
11 güttler d, Wacker l, Kromer b, friedrich m, Synal Ha. Evidence of 11-year solar cycles in tree rings from 1010 to 1110 ad – Progress on 

high precision amS measurements. Nuclear Instruments and Methods in Physics Research Section B: Beam Interactions with Materials and 
Atoms 2013, 294:459-463.

12 miyahara H, yokoyama y, masuda K. Possible link between multi-decadal climate cycles and periodic reversals of solar magnetic field 
polarity. Earth and Planetary Science Letters 2008, 272:290-295.

13 Taricco C, Vivaldo g, alessio S, Rubinetti S, mancuso S. a high-resolution δ18O record and mediterranean climate variability. Clim. Past 
2015, 11:509-522.

14 Katsuki K, Itaki T, Khim b-K, uchida m, Tada R. Response of the bering Sea to 11-year solar irradiance cycles during the bølling-allerød. 
Geophysical Research Letters 2014, 41:2892-2898.

15 morozova al, barlyaeva TV. The role of climatic forcings in variations of Portuguese temperature: a comparison of spectral and statistical 
methods. Journal of Atmospheric and Solar-Terrestrial Physics 2016, 149:240-257.
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Vancouver Island,16 in the monsoons of East Asia17,18 and India,19 in the North American,20 Euro-
pean,21 and Arctic22�winter�climate,�in�the�cyclone�frequency�of�the�Pacific�coast�of��Mexico,23 in the 
Pacific�Walker�Circulation,24 in the oceanic heat content of the upper 700 m water column of the 
Pacific,25 in the thunderstorms of Brazil26 and in the water vapour concentration over the Arabian 
Peninsula.27 According to mammal researcher Klaus Hackländer (University of Natural Resources 
and Applied Life Sciences, Vienna), even the mouse population in the Austrian Weinviertel region 
is controlled by the solar Schwabe cycle.28 Due to the varying intensity of the winters, a so-called 
“mouse peak” occurs there about once per decade.

Sometimes it helps to look at things from a distance. For example, what is the situation in other 
parts�of�the�solar�system?�Are�other�planets�and�their�moons�affected�by�fluctuations�in�solar�
activity of any kind? This is indeed the case. The 11-year solar cycle leads to systematic changes in 
other planetary atmospheres as well. On Uranus and Neptune, the brightness of the atmosphere 
changes,�caused�by�fluctuations�of�UV�and�cosmic�radiation.29,30 In the atmosphere of Saturn’s 
moon Titan the methane concentration changes with the rhythm of the solar cycle.31

However, solar variability is characterized by longer cycles as well and these too have been found 
in the climate system by numerous authors. For example, the solar Gleissberg cycles (90 years)32 
and Suess-DeVries cycles (210 years) were observed in the Atlantic deep water circulation,33 
in the westerly winds of the Falkland Islands,34�in�the�climate�of�the�North-East�Pacific,35 in the 
South American monsoon of Northeast Brazil,36 in the temperatures of Tibet,37 in the precipita-

16 Patterson RT, Chang aS, Prokoph a, Roe Hm, Swindles gT. Influence of the Pacific decadal Oscillation, El Niño-Southern Oscillation and 
solar forcing on climate and primary productivity changes in the northeast Pacific. Quaternary International 2013, 310:124-139.

17 Zhao l, Wang j-S. Robust Response of the East asian monsoon Rainband to Solar Variability. Journal of Climate 2014, 27:3043-3051.
18 Wang j-S, Zhao l. Statistical tests for a correlation between decadal variation in june precipitation in China and sunspot number. Journal 

of Geophysical Research: Atmospheres 2012, 117.
19 van loon H, meehl ga. The Indian summer monsoon during peaks in the 11 year sunspot cycle. Geophys. Res. Lett. 2012, 39:l13701.
20 liu Z, yoshimura K, buenning NH, He X. Solar cycle modulation of the Pacific–North american teleconnection influence on North ameri-

can winter climate. Environmental Research Letters 2014, 9:024004.
21 brugnara y, brönnimann S, luterbacher j, Rozanov E. Influence of the sunspot cycle on the Northern Hemisphere wintertime circulation 

from long upper-air data sets. Atmos. Chem. Phys. 2013, 13:6275-6288.
22 Roy I. Solar cyclic variability can modulate winter arctic climate. Scientific Reports 2018, 8:4864.
23 Pazos m, mendoza b. landfalling Tropical Cyclones along the Eastern Pacific Coast between the Sixteenth and Twentieth Centuries. 

Journal of Climate 2013, 26:4219-4230.
24 misios S, gray lj, Knudsen mf, Karoff C, Schmidt H, Haigh jd. Slowdown of the Walker circulation at solar cycle maximum. Proceedings of 

the National Academy of Sciences 2019, 116:7186-7191.
25 Wang g, yan S, Qiao f. decadal variability of upper ocean heat content in the Pacific: Responding to the 11-year solar cycle. Journal of 

Atmospheric and Solar-Terrestrial Physics 2015, 135:101-106.
26 Pinto Neto O, Pinto IRCa, Pinto O. The relationship between thunderstorm and solar activity for brazil from 1951 to 2009. Journal of 

Atmospheric and Solar-Terrestrial Physics 2013, 98:12-21.
27 maghrabi aH. multi- decadal variations and periodicities of the precipitable water vapour (PWV) and their possible association with 

solar activity: arabian Peninsula. Journal of Atmospheric and Solar-Terrestrial Physics 2019, 185:22-28.
28 brickner I. Weinviertel: Von der Klimaerwärmung zur mäuseplage. Der Standard, 2.8.2019, https://www.derstandard.at/sto-

ry/2000106952286/von-der-klimaerwaermung-zur-maeuseplage 2019.
29 aplin Kl, Harrison Rg. determining solar effects in Neptune’s atmosphere. Nature Communications 2016, 7:11976.
30 aplin Kl, Harrison Rg. Solar-driven Variation in the atmosphere of uranus. Geophysical Research Letters 2017, 44:12,083-012,090.
31 Westlake jH, Waite jH, bell jm, Perryman R. Observed decline in Titan’s thermospheric methane due to solar cycle drivers. Journal of 

Geophysical Research: Space Physics 2014, 119:8586-8599.
32 feynman j, Ruzmaikin a. The Centennial gleissberg Cycle and its association with extended minima. Journal of Geophysical Research: 

Space Physics 2014, 119:6027-6041.
33 Seidenglanz a, Prange m, Varma V, Schulz m. Ocean temperature response to idealized gleissberg and de Vries solar cycles in a compre-

hensive climate model. Geophys. Res. Lett. 2012, 39:l22602.
34 Turney CSm, jones RT, fogwill C, Hatton j, Williams aN, Hogg a, Thomas Za, Palmer j, mooney S, Reimer RW. a 250-year periodicity in 

Southern Hemisphere westerly winds over the last 2600 years. Clim. Past 2016, 12:189-200.
35 galloway jm, Wigston a, Patterson RT, Swindles gT, Reinhardt E, Roe Hm. Climate change and decadal to centennial-scale periodicities 

recorded in a late Holocene NE Pacific marine record: Examining the role of solar forcing. Palaeogeography, Palaeoclimatology, Palaeo-
ecology 2013, 386:669-689.

36 Novello Vf, Cruz fW, Karmann I, burns Sj, Stríkis Nm, Vuille m, Cheng H, lawrence Edwards R, Santos RV, frigo E, et al. multidecadal cli-
mate variability in brazil’s Nordeste during the last 3000 years based on speleothem isotope records. Geophysical Research Letters 2012, 
39.

37 li X, liang j, Hou j, Zhang W. Centennial-scale climate variability during the past 2000 years on the central Tibetan Plateau. The Holocene 
2015, 25:892-899.
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tion of northwest,38 northeast,39 south,40 and central41 China, in the nitrate content of the polar 
ice caps,42 in the growing season of the northern hemisphere,43 in the subtropical monsoon of the 
Northern Hemisphere44 and in global tree ring data.45

There is strong evidence that climatic millennium-scale cycles with periods of 1000-2500 years 
were caused by the Sun. Actually, the Sun appears to beat with a quasi-millennial cycle (known 
as the Eddy cycle)46,47,48 and a quasi-2300-year cycle known as the Bray-Hallstatt cycle.49  Gerard 
Bond�and�colleagues�first�described�the�cycles�from�the�North�Atlantic�and�explicitly�stated�that�
they were synchronous with solar activity.50 Since then, the Millennium cycles have been de-
scribed from all over the world.51 In many cases, the respective study authors established a con-
nection to solar activity, for example in the USA,52,53 in Brazil,54 Patagonia,55 Peru,56 Antarctica,57 
South Africa,58 Morocco,59 Oman,60 India,61 China,62 Australia,63 Spain,64 Austria65 and Finland.66 

38 Tiwari RK, Rajesh R. Imprint of long-term solar signal in groundwater recharge fluctuation rates from Northwest China. Geophysical 
Research Letters 2014, 41:3103-3109.

39 Chu g, Sun Q, Xie m, lin y, Shang W, Zhu Q, Shan y, Xu d, Rioual P, Wang l, et al. Holocene cyclic climatic variations and the role of the 
Pacific Ocean as recorded in varved sediments from northeastern China. Quaternary Science Reviews 2014, 102:85-95.

40 Zhao K, Wang y, Edwards Rl, Cheng H, liu d, Kong X. a high-resolved record of the asian Summer monsoon from dongge Cave, China 
for the past 1200 years. Quaternary Science Reviews 2015, 122:250-257.

41 liu d, Wang y, Cheng H, Edwards Rl, Kong X. Cyclic changes of asian monsoon intensity during the early mid-Holocene from annual-
ly-laminated stalagmites, central China. Quaternary Science Reviews 2015, 121:1-10.

42 Ogurtsov mg, Oinonen m. Evidence of the solar gleissberg cycle in the nitrate concentration in polar ice. Journal of Atmospheric and 
Solar-Terrestrial Physics 2014, 109:37-42.

43 Ogurtsov m, lindholm m, jalkanen R, Veretenenko S. Evidence for the gleissberg solar cycle at the high-latitudes of the Northern Hemi-
sphere. Advances in Space Research 2015, 55:1285-1290.

44 Knudsen mf, jacobsen bH, Riisager P, Olsen j, Seidenkrantz m-S. Evidence of Suess solar-cycle bursts in subtropical Holocene speleo-
them δ18O records. The Holocene 2012, 22:597-602.

45 breitenmoser P, beer j, brönnimann S, frank d, Steinhilber f, Wanner H. Solar and volcanic fingerprints in tree-ring chronologies over the 
past 2000 years. Palaeogeography, Palaeoclimatology, Palaeoecology 2012, 313–314:127-139.

46 Kerr, R.a.: 2001, a variable Sun paces millennial climate. Science 294, 1431.
47 Neff, u., burns, S.j., mangini, a., mudelsee, m., fleitmann, d., matter, a.: 2001, Strong coherence between solar variability and the mon-

soon in Oman between 9 and 6 kyr ago. Nature 411, 290.
48 Ogurtsov, m.g., Nagovitsyn, y.a., Kocharov, g.E., jungner, H.: 2002, long-period cycles of the Sun’s activityrecorded in direct solar data 

and proxies. Solar Phys. 211, 371.
49 mcCracken, K.g., beer, j., Steinhilber, f., abreu, j.: 2013, a phenomenological study of the cosmic ray variations over the past 9400 years, 

and their implications regarding solar activity and the solar dynamo. Solar Phys. 286, 609.
50 bond g, Kromer b, beer j, muscheler R, Evans mN, Showers W, Hoffmann S, lotti-bond R, Hajdas I, bonani g. Persistent Solar Influence on 

North atlantic Climate during the Holocene. Science 2001, 294:2130-2136.
51 Ibid 7
52 Willard da, bernhardt CE, Korejwo da, meyers SR. Impact of millennial-scale Holocene climate variability on eastern North american 

terrestrial ecosystems: pollen-based climatic reconstruction. Global and Planetary Change 2005, 47:17-35.
53 Springer gS, Rowe Hd, Hardt b, Edwards Rl, Cheng H. Solar forcing of Holocene droughts in a stalagmite record from West Virginia in 

east-central North america. Geophysical Research Letters 2008, 35:1-5.
54 bernal jP, Cruz fW, Stríkis Nm, Wang X, deininger m, Catunda mCa, Ortega-Obregón C, Cheng H, Edwards Rl, auler aS. High-resolution 

Holocene South american monsoon history recorded by a speleothem from botuverá Cave, brazil. Earth and Planetary Science Letters 
2016, 450:186-196.

55 Kilian R, lamy f. a review of glacial and Holocene paleoclimate records from southernmost Patagonia (49–55°S). Quaternary Science 
Reviews 2012, 53:1-23.

56 bush mb, Hansen bCS, Rodbell dT, Seltzer gO, young KR, león b, abbott mb, Silman mR, gosling Wd. a 17 000-year history of andean 
climate and vegetation change from laguna de Chochos, Peru. Journal of Quaternary Science 2005, 20:703-714.

57 Crosta X, debret m, denis d, Courty ma, Ther O. Holocene long- and short-term climate changes off adélie land, East antarctica. Geo-
chem. Geophys. Geosyst. 2007, 8:1-15.

58 outhern africa. Quaternary Science Reviews 2003, 22:2311-2326.
59 Zielhofer C, Köhler a, mischke S, benkaddour a, mikdad a, fletcher Wj. Western mediterranean hydro-climatic consequences of Holo-

cene ice-rafted debris (bond) events. Clim. Past 2019, 15:463-475.
60 fleitmann d, burns Sj, mudelsee m, Neff u, Kramers j, mangini a, matter a. Holocene forcing of the Indian monsoon Recorded in a 

Stalagmite from Southern Oman. Science 2003, 300:1737-1739.
61 Thamban m, Kawahata H, Rao V. Indian summer monsoon variability during the holocene as recorded in sediments of the arabian Sea: 

Timing and implications. Journal of Oceanography 2007, 63:1009-1020.
62 Wang y, Cheng H, Edwards Rl, He y, Kong X, an Z, Wu j, Kelly mj, dykoski Ca, li X. The Holocene asian monsoon: links to Solar Changes 

and North atlantic Climate. Science 2005, 308:854-857.
63 mcgowan Ha, marx SK, Soderholm j, denholm j. Evidence of solar and tropical-ocean forcing of hydroclimate cycles in southeastern 

australia for the past 6500 years. Geophysical Research Letters 2010, 37.
64 fletcher Wj, debret m, goñi mfS. mid-Holocene emergence of a low-frequency millennial oscillation in western mediterranean climate: 

Implications for past dynamics of the North atlantic atmospheric westerlies. The Holocene 2013, 23:153-166.
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The longer Bray-Hallstatt cycle was also found in a number of climate records.67,68,69,70 In other 
cases, the connection with solar development was not checked, so that no statement was made 
about this for the time being,71,72,73,74 but a solar climate driver is quite likely.

Despite the uncertainties appropriate to the various climatic records, which for the past are based 
on proxies, the observed solar-climate oscillations are likely real and not coincidental common 
patterns produced by complex but independent dynamics. In fact, it has been demonstrated that 
the typical observed frequencies correspond to the natural gravitational oscillations of the solar 
system (which are labelled as “invariant inequalities”) that appear to simultaneously synchronize 
both solar activity and climate change from the decadal to the multimillennial scales.75,76,77 

Why are these natural oscillations so important for accurately interpreting climate change during 
the last century? Because they reveal a natural climatic variability driven by solar or astronom-
ical forcings that are not fully understood physically. Even so, they highlight some of the serious 
limitations of the present IPCC climate models (such as the CMIP5 and CMIP6 GCMs) that cannot 
reproduce them.78,79,80 Let us discuss this point.

The Past as a Plausibility Check

Let us take a brief look at the Medieval Warm Period (MWP), the last pre-industrial warm period, 
which in its wider interpretation is dated from 800-1300 AD. Solar activity started increasing 
around 700 AD and remained high until 1250 AD. Warm MWP and a strong sun - is this again just 
one�of�these�“coincidences”�(Figure�2)?�Did�the�sun�spend�the�first�100�years�gradually�revving�
up an inert climate system? Several researchers see the sun as the cause of the MWP warming, 
for example the authors of a study on the Tibet Plateau, where the MWP was warmer than it is 
today.81 Even one of the hockey stick co-authors noted a connection to the sun, one year after the 
legendary temperature curve was published. In an e-mail (which was discovered in the “Climate-
gate” collection from the University of East Anglia’s climate research centre in Norwich, England 
in 2009) Raymond Bradley acknowledged to his hockey stick supporters and other colleagues 
that the MWP may have had a similar temperature level as today.82 He suspected the Sun was the 
trigger:

67 bray, j.R.: 1968, glaciation and solar activity since the fifth century bC and the solar cycle. Nature 220, 672.
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“[...] it may be that Mann et al simply don’t have the long-term trend right [...] which of course 
begs the question as to what the likely forcing was 1,000 years ago. (My money is firmly on an 
increase in solar irradiance...)”.

The strong sun during the MWP also reduced the Aleutian Low system,83 which is otherwise 
linked�to�the�Pacific�Decadal�Oscillation�(PDO)�on�shorter�time�scales.84 Between 1010 and 
1040�AD,�during�the�solar�Oort�Minimum,�the�sun�weakened�briefly�for�three�decades.�In�several�
local temperature reconstructions, the temperature also dropped, e.g., in Kenya,85 Morocco,86  
and Antarctica.87

Figure 2: long-term synchronicity of solar activity88 and temperature development89 (non-tropical Northern Hemisphere) over the 
last 2000 years.

The Little Ice Age (1300-1850 AD) was one of the coldest periods of the last 10,000 years. Solar 
activity was at a very low level, a level only rarely seen in the last ten millennia.90 Is this really just 
a coincidence? Then it would also be purely coincidental that modern warming had its strongest 
warming impulse in the second half of the 20th century, when solar activity reached one of the 
highest values of the last 10,000 years.91 Coincidences are unforeseen events that have a meaning, 
said the ancient Greek philosopher Diogenes of Sinope.

The Little Ice Age (LIA) offers an exciting research laboratory for solar-climate effects. On several 
occasions, solar activity fell sharply for several decades and then recovered rapidly. These are the 
Wolf Minimum (1280-1350), Spörer Minimum (1460-1550), Maunder Minimum (1645-1715), 
and the Dalton Minimum (1790-1830). Empirical paleoclimatology can be used to investigate how 
these�phases�of�solar�weakness�led�to�climate�change.�If�the�sun�really�does�not�have�a�significant�
effect on the climate—as the AR6 assumes—the solar minima must have had no effect on the cli-
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Period. Earth and Planetary Science Letters 2012, 351–352:95-104.
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mate.�The�pronounced�solar�minima�of�the�LIA�therefore�provide�an�excellent�scientific�blind�test�
of the solar-climate connection.

The result is surprising. Contrary to expectations, the solar minima caused enormous climatic 
changes. Studies from Spain92 and Portugal93�document�significant�cooling�during�the�Maunder�
and Dalton minima. Studies from Slovakia,94 China,95 Bhutan96 and the Canadian Rocky Moun-
tains97 reported cold periods that occurred at the same time as the Spörer, Maunder, and Dalton 
periods of solar weakness. During the Wolf, Spörer and Maunder minima, the intermediate water 
layers of the North Atlantic cooled by 2-3 °C,98 while the surface water in the tropical North Atlan-
tic off Mauritania cooled by 1 °C.99 On Sakhalin, Russia’s largest island, the lowest temperatures 
were recorded during the Maunder Minimum.100 Tree ring surveys in Tasmania, Australia, found 
cold phases during the Spörer and Maunder Minima.101

Even in Antarctica, the repeated drop in solar activity was very noticeable. A Chinese research 
group led by Yuesong Gao reconstructed the population of Adelie penguins in a bay in East Ant-
arctica for the past 1000 years.102 They took a sediment core from the seabed near the coast and 
examined it for penguin droppings. The researchers found that the population was strongly in-
fluenced�by�solar�activity.�Whenever�solar�activity�decreased,�the�population�collapsed,�especially�
during the Spörer, Maunder, and Dalton minima. In between, the penguins recovered. Lower solar 
activity decreased the local phytoplankton, reducing the krill population, and that decreased the 
penguin population.

On a global scale, these alternating warm and cold periods are correlated with secular trends 
of solar activity.103,104,105 Moreover, as Figure 2 shows, it appears that such common solar and 
climate variations are regulated mostly by a millennial cycle106,107 and by a quasi-115-year cycle. 
Both cycles are accurately predicted by a combination of the 11-year solar cycle with two of the 
main gravitational oscillations of the solar system driven by the combined effects of the orbits of 
Jupiter and Saturn.108,109

Regarding the current warm period, as Figure 2 suggests, solar activity has increased from the 
18th to the 20th century. The new level may be at a higher level than during the Medieval Warm 
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Period110. The increase in solar activity correlates well with the current global climate warm-
ing.111,112,113 This is discussed in detail in Connolly et al. (2021)114.

Sun influences rain

The�sun�influences�not�only�temperatures,�but�also�rain.�In�Europe,�the�solar�fingerprint�is�found�in�
the precipitation during the months of February, April, June, and July.115 Several studies report on 
flood�phases,�which�occur�mainly�at�times�of�low�solar�activity.116,117 A solar signature also exists 
in rainfall in the USA,118,119 of the Tibet Plateau,120 the monsoon of South America,121 the Indian 
monsoon122, and the Asian summer monsoon123.�A�solar�imprint�is�also�seen�in�the�water�flow�
of rivers in the USA,124 in Egypt125, and Brazil.126�The�11-year�solar�cycle�shapes�the�flow�rates�
of the Amazon127 as well as the water levels of the Great Lakes in North America,128 the Caspian 
Sea129,130, and Lake Victoria in East Africa.131�The�influence�of�the�sun�on�rain�is�at�least�as�strong�
as on temperatures and is based upon shifts in wind patterns and clouds.

IPCC’s AR6 downplays the Sun

Considering the large number of publications on solar effects in the climate system, one would 
expect the IPCC to review this subject thoroughly and in great detail. Which climate elements in 
which parts of the world, during which season show the greatest link to solar activity changes? 
What are the potential physical processes behind these links? Have climate models been able to 
reproduce these empirically well-established relationships? Successful model “hindcasts” should 
reproduce the solar impact on climate correctly. Failure to replicate the observed relationship in 
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climate models would imply that the solar effect is not understood well enough. In that case, quan-
tification�of�the�solar�contribution�to�climate�change�of�the�past�170�years�would�not�be�possible.

Surprisingly, none of these topics are adequately addressed in AR6. The Sun appears in only 
three of the chapters of the AR6 Climate Change 2021: The Physical Science Basis volume. Chap-
ter 2 describes changes in solar activity over the past century and millennia, concluding that the 
variability�was�much�too�small�to�impact�climate�in�a�significant�way�(subchapter�2.2.1).�Chapter�7�
acknowledges that solar activity changes in the ultraviolet (UV) part of the spectrum are much 
greater than in the visible part (subchapter 7.3.4.4). Nevertheless, according to the IPCC, even 
this does not imply a meaningful climate impact. In the same chapter, recent work by Henrik 
Svensmark�and�his�team�on�galactic�cosmic�ray�amplifiers�of�the�solar�climatic�effect�are�rejected�
(subchapter�7.3.4.5).�Yet,�Svensmark�and�colleagues�have�recently�published�a�significant�new�
work�supporting�their�hypothesis�that�cosmic�rays�have�a�significant�effect�on�cloud�formation.132 
Chapter�10�cites�a�few�case�studies�in�which�solar�influence�on�climate�is�well�documented�(sub-
chapter 10.1.3.1). However, the AR6 authors do not follow up on these observations and investi-
gate whether climate models are capturing these historical relationships. 

Moreover,�whilst�the�IPCC�takes�for�granted�strong�amplifiers�that�boost�the�CO2 warming effect 
from 1.1 to 4.0 °C per doubling of CO2 so that the equilibrium climate sensitivity of the CMIP6 
GCMs�can�vary�from�1.8�to�5.7�°C,�it�denies�similar�amplifiers�to�solar�forcing.�Climate�history�
shows�that�the�sun�has�a�considerable�influence�on�the�climate,�both�in�pre-industrial�and�indus-
trial�times.�Therefore,�amplifiers�and/or�alternative�reconstructions�showing�larger�solar�activity�
variations are clearly needed to explain the empirical data. In any case, the mechanism probably 
does�not�work�solely�through�total�solar�irradiance�(TSI).�The�TSI�changes�appear�insufficient,�
but the TSI forcing model adopted by the CMIP5 and CMIP6 GCMs only considers the small, 
short-term,�changes�in�total�solar�output.�The�solar�magnetic�field�strength,�cosmic�rays,�and�UV�
radiation�vary�much�more�and�are�good�candidates�to�amplify�the�solar�TSI�trends.�Let�us�briefly�
discuss�the�possible�amplifiers.

The UV Amplifier

UV radiation increases during solar activity maxima, boosting ozone formation in the stratosphere 
at an altitude of 15 to 50 kilometres. The additional UV energy input converts a larger number 
of oxygen molecules (O2) into ozone (O3). A higher ozone concentration, in turn, intercepts more 
UV rays and converts their energy into heat, which causes the ozone layer or the stratosphere to 
warm.�The�search�is�now�on�for�a�process�that�combines�the�strong�stratospheric�fluctuations�with�
the tropospheric climatic events below an altitude of around 15 kilometres.133 Some researchers 
suggest that UV heating of the ozone layer creates anomalies in the atmospheric temperature 
gradient which are propagated to Earth’s surface via intermediate steps.134,135,136,137,138 Changes 
in wind patterns and atmospheric circulation apparently play a major role here.139 For example, in 
times of low solar activity, westerly winds in the southern hemisphere shift toward the equator.140

132 Svensmark, H., Svensmark, j., Enghoff, m.b. et al. atmospheric ionization and cloud radiative forcing. Sci Rep 11, 19668 (2021).
133 Niranjankumar K, Ramkumar TK, Krishnaiah m. Vertical and lateral propagation characteristics of intraseasonal oscillation from the 

tropical lower troposphere to upper mesosphere. Journal of Geophysical Research 2011, 116:1-10.
134 meehl ga, arblaster jm, matthes K, Sassi f, loon Hv. amplifying the Pacific Climate System Response to a Small 11-year Solar Cycle 

forcing. Science 2009, 325:1114-1118.
135 Ineson S, Scaife aa, Knight jR, manners jC, dunstone Nj, gray lj, Haigh jd. Solar forcing of winter climate variability in the Northern 

Hemisphere. Nature Geoscience 2011, 4:753-757.
136 Kodera K. The role of dynamics in solar forcing. Space Science Reviews 2006, 125:319-330.
137 gray lj, ball W, misios S. Solar influences on climate over the atlantic / European sector. AIP Conference Proceedings 2017, 1810:020002.
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The Cosmic Ray Amplifier

The�basic�principle�of�this�amplifier�is�the�influence�of�fluctuations�in�the�solar�magnetic�field�on�
global or regional cloud cover. The possible path of action comprises several steps: 
1)� The�strength�of�the�solar�magnetic�field�is�coupled�to�solar�activity.�
2)� The�solar�magnetic�field�shields�the�Earth�from�cosmic�radiation�coming�from�outer�space.�
3) The cosmic rays create condensation nuclei that help form clouds in the lowest three kilome-

tres of the Earth’s atmosphere. Similar to a cloud chamber, the particles charged by cosmic rays 
become condensation nuclei and attract water vapor. 

4) Clouds limit the solar energy hitting the ground and thus the temperature. 

In�short:�The�stronger�the�sun,�the�stronger�the�solar�magnetic�field�and�the�better�protected�Earth�
is from cosmic rays. The fewer cosmic rays that penetrate into the Earth’s atmosphere, the less 
condensation and fewer clouds, which leads to warming. The result: a strong sun leads to global 
warming.

The�model�of�the�cosmic�ray�amplifier�has�been�developed�since�the�late�1990s�by�the�Danish�
physicist Henrik Svensmark in collaboration with Eigil Friis-Christensen.141,142,143,144,145,146 As 
might�be�expected,�Svensmark’s�model�met�with�fierce�resistance�in�parts�of�the�scientific�com-
munity, because it was in competition with the dominance of CO2 postulated by the IPCC. But 
Svensmark had the empirical data initially clearly on his side. During the period 1983-2002 global 
cloud cover developed synchronously with the eleven-year solar cycle (see Figure 3). After then, 
however,�the�relationship�broke�down,�which�led�to�criticism�from�Svensmark’s�scientific�oppo-
nents. Notably, the temporary divergence of solar and climate trends could well be a consequence 
of non-linear and time-delayed processes, that have been reported for solar effects in the litera-
ture.147,148

At the turn of the millennium, the coupling between stratosphere and troposphere changed ac-
cording to the 60-year cycle of atmospheric circulation, and the stratospheric polar vortex weak-
ened, as Russian researchers have shown.149,150 This reversed the solar effect on the cloud-gen-
erating low-pressure areas. While solar minima with more intense cosmic radiation used to bring 
more clouds, the cloud cover has now decreased with weak solar activity.151,152

The�AR6�authors�ignore�the�fact�that�other�researchers�have�confirmed�the�Svensmark�effect�in�
general. However, the mechanism is probably not as simple and global as originally thought. It be-
came clear that a much stronger differentiation into atmospheric altitudes, latitudes and seasons 
would be necessary.153,154 The phase relationships were not uniform either. In some areas a direct 

141 Svensmark H. Cosmic rays and earth’s climate. Space Science Reviews 2000, 93:155-166.
142 Svensmark H, friis-Christensen E. Variation of cosmic ray flux and global cloud coverage - a missing link in solar-climate relationships. 

Journal of Atmospheric and Solar-Terrestrial Physics 1997, 59:1225-1232.
143 Svensmark H, Pedersen jOP, marsh Nd, Enghoff mb. Experimental evidence for the role of ions in particle nucleation under atmospheric 

conditions. Proc. R. Soc. A 2007, 463:385-396.
144 Svensmark H, friis-Christensen E. Reply to lockwood and fröhlich – The persistent role of the Sun in climate forcing. Danish National 

Space Center, Scientific Report 2007, 3 (2007).
145 Svensmark H. Cosmoclimatology: a New Theory Emerges. Astronomy & Geophysics 2007, 48:1.18-11.24.
146 Svensmark j, Enghoff mb, Shaviv Nj, Svensmark H. The response of clouds and aerosols to cosmic ray decreases. Journal of Geophysical 

Research: Space Physics 2016, 121:8152-8181.
147 van loon H, brown j, milliff Rf. Trends in sunspots and North atlantic sea level pressure. J. Geophys. Res. 2012, 117:d07106.
148 gusev aa, martin Im. Possible evidence of the resonant influence of solar forcing on the climate system. Journal of Atmospheric and 

Solar-Terrestrial Physics 2012, 80:173-178.
149 Veretenenko S, Ogurtsov m. Cloud cover anomalies at middle latitudes: links to troposphere dynamics and solar variability. Journal of 

Atmospheric and Solar-Terrestrial Physics 2016, 149:207-218.
150 Veretenenko S, Ogurtsov m, lindholm m, jalkanen R. galactic Cosmic Rays and low Clouds: Possible Reasons for Correlation Reversal. In: 

Szadkowski Z, ed. Cosmic Rays: IntechOpen, https://www.intechopen.com/books/cosmic-rays/galactic-cosmic-rays-and-low-clouds-pos-
sible-reasons-for-correlation-reversal; 2018, 79-98.
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correlation was found, but in others an inverse one. AR6 decided to reject the simplistic version of 
the�cosmic�ray�amplifier�and�remain�silent�about�the�complexity.�The�debate�is,�however,�open�as�
Svensmark and colleagues have recently published a new work further supporting their hypothe-
sis�of�a�significant�effect�of�cosmic�rays�on�cloud�formation.155

It is also possible that the existence of an additional astronomical forcing of the climate system is 
related to interplanetary dust falling on Earth. In fact, Scafetta et al. (2020)156 found that historical 
records of meteorites present a quasi-60-year oscillation that correlates with the quasi-60-year 
cycle observed in the climate record. A 60-year cycle is also present in the eccentricity variation 
of the orbit of Jupiter which may regulate the dust and comets moving toward the inner planets of 
the solar system. Consequently, it was proposed that an interplanetary-dust forcing of interplane-
tary ions might modify Earth’s cloud system and regulate some climate changes. 

Figure 3: Correlation between cosmic radiation and global low cloud cover from 1980-2003 since the beginning of systematic cloud 
data collection.157

Climate models cannot capture the sun

In�addition�to�the�clearly�discernible�linear�climate�effects�of�the�sun,�an�even�greater�solar�influ-
ence on the climate is probably achieved via non-linear effects. A growing number of scientists 
are pointing out the importance of non-linear relationships.158,159,160,161,162 The complexity of 
the interaction between the sun (and other astronomical bodies) and Earth’s climate is not even 
remotely considered in the climate models. At present, neither the linear nor the non-linear pro-
cesses�can�be�formulated�physically,�because�the�solar�amplifiers�are�still�being�explored.�In�most�
cases, time delays, phase shifts and climate dipoles also cannot be reproduced by the models. The 
inconvenient truth is that climate simulations currently have no chance of reproducing, let alone 
quantifying,�the�solar�influence�on�Earth’s�climate.�Strong�evidence�supporting�this�claim�is�that�
climate models fail to properly reconstruct historical warm periods known to have occurred in 

155 Ibid 132
156 Scafetta, N.; milani, f.; bianchini, a. a 60-year cycle in the meteorite fall frequency suggests a possible interplanetary dust forcing of the 

Earth’s climate driven by planetary oscillations. Geophys. Res. Lett. 2020, 47, e2020gl089954.
157 Ibid 145
158 Ratnam mV, Santhi yd, Kishore P, Rao SVb. Solar cycle effects on Indian summer monsoon dynamics. Journal of Atmospheric and So-

lar-Terrestrial Physics 2014, 121, Part b:145-156.
159 Wurtzel jb, black dE, Thunell RC, Peterson lC, Tappa Ej, Rahman S. mechanisms of southern Caribbean SST variability over the last two 

millennia. Geophysical Research Letters 2013, 40:5954-5958.
160 lu H, gray lj, White IP, bracegirdle Tj. Stratospheric Response to the 11-yr Solar Cycle: breaking Planetary Waves, Internal Reflection, and 

Resonance. Journal of Climate 2017, 30:7169-7190.
161 Kossobokov V, le mouël j, Courtillot V. On the diversity of long-Term Temperature Responses to Varying levels of Solar activity at Ten 

European Observatories. Atmospheric and Climate Sciences 2019, 9:498-526.
162 le mouël j-l, lopes f, Courtillot V. a Solar Signature in many Climate Indices. Journal of Geophysical Research: Atmospheres 2019, 

124:2600-2619.
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the Holocene such as the Medieval Warm Period.163,164 It sounds like a joke when these historical 
warm�periods�are�denied�using�the�results�of�these�deficient�models.165,166,167

The situation is somewhat reminiscent of the debate on plate tectonics more than half a century 
ago. For a long time, scholars were reluctant to believe that the continents could be mobile and 
that they would constantly regroup and separate in the course of Earth’s history. However, when 
more and more supporting evidence was found from 1960 onwards, the thinking quickly began to 
change. Alfred Wegener’s idea had posthumously prevailed against all odds.

IPCC has progressively downgraded the sun

IPCC reports have been issued since 1990. In the second report, called SAR, the IPCC attributed 
a radiative forcing value of +0.30 W/m2 to solar variability. The greater this value, the larger the 
solar contribution to warming over the past 170 years. The value remained the same in the third 
report in 2001. The 4th Assessment report, however, reduced the value to +0.12 W/m2. In the 5th 
report, the radiative forcing dropped to +0.05 W/m2. AR6 also uses a very small value. The value is 
dwarfed by the suggested warming potential of CO2 which the AR6 sets at +2.16 W/m2. 

The attribution of the possible one degree C of global warming that occurred since the end of 
the Little Ice Age in 1850 AD is far from trivial. AR6 acknowledges “that solar activity during the 
second half of the 20th century was in the upper decile of the range” (chapter 2.2.1). Theoretically, 
this�recent�boost�in�solar�activity�might�have�contributed�to�warming�if�suitable�amplifiers�were�
considered. Another AR6 statement, however, is strongly misleading. The IPCC claims: “New 
reconstructions of TSI over the 20th century [...] support previous results that the TSI averaged over 
the solar cycle very likely increased during the first seven decades of the 20th century and decreased 
thereafter.” Based on sunspots the strongest solar cycle may have indeed occurred around 1960 
(Figure 4). However, this heating pulse of a few years is too short to have a long-term effect. Whilst 
the subsequent solar cycle in the 1970s was weak, the following three sunspot cycles in the late 
20th and early 21st century were rather strong (orange lines in Figure 4). Their cumulative effect 
could�have�helped�to�warm�Earth’s�climate,�if�the�IPCC�allowed�suitable�solar�amplifiers�in�their�
equations. 

Figure 4: development of total solar irradiance. This figure is fig. 2.2b from aR6 (Wg1, page 2-172). 

163 Ibid 78
164 Ibid 79
165 feulner g. are the most recent estimates for maunder minimum solar irradiance in agreement with temperature reconstructions? 

Geophysical Research Letters 2011, 38:1-4.
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A major problem is that the TSI forcing chosen for the CMIP6 GCMs is that proposed by Matthes 
et al. (2017)168. This TSI record is a combination of two TSI records (NRLTSI2 and SATIRE) that 
show a very small secular variability while many other TSI reconstructions show a much larger, up 
to about 10 times, larger secular variability and also slightly different patterns.169,170,171�More-
over, the TSI recommended for the CMIP6 GCMs also decreases slightly since 1980, which roughly 
agrees with the TSI satellite composite proposed by PMOD. This decreasing pattern is important 
because it is usually cited as excluding solar forcing as a driver for the warming observed since the 
1980s. 

In AR6, the IPCC again fails to properly address the uncertainty and controversies regarding the 
competing TSI satellite composites from the ACRIM and PMOD science teams. Indeed, the TSI sat-
ellite composite proposed by the ACRIM team suggests that TSI has increased from 1980 to 2000 
and slightly decreased afterward. The ACRIM TSI decadal pattern correlates well with the global 
surface temperature record. The main difference between the ACRIM and PMOD TSI satellite 
composites is that while the former uses the original raw satellite TSI records, the latter is based 
on�TSI�satellite�records�modified�with�a�model.�However,�the�original�experimental�science�teams�
responsible�for�the�measurements�have�consistently�rejected�the�PMOD�model-based�modifica-
tions�as�physically�unjustified.�Moreover,�Scafetta�et�al.�(2019)172 have recently reviewed the con-
troversy and concluded that even the original NRLTSI2 and SATIRE data, when properly analysed, 
contradict�the�data�modifications�proposed�by�PMOD.�This�result�calls�into�question�the�validity�of�
all three records used by the CMIP6 GCMs to justify their claim that the solar effect on climate is 
negligible. Connolly et al. (2021)173 provide more detail on these issues.

Conclusions

The IPCC has once again missed an opportunity to address natural climate drivers in a balanced 
and fair way. Notably, AR5 argued cautiously that “more than half” of the observed warming of the 
past 170 years was of anthropogenic origin. This left up to 49% for natural climate drivers. The 
IPCC Special Report on the 1.5 °C goal (SR15, 2018) then jumped to 100% anthropogenic causes, 
leaving no room for natural climate change contributions. AR6 stuck to this narrative from three 
years earlier. 

It�is�very�clear�from�pre-industrial�times�that�significant�natural�climate�change�similar�to�ob-
served modern climate change has existed in the past and probably still exists. In many of the case 
studies,�a�solid�solar�influence�was�detected.�Yet,�the�AR6�report�presents�a�severely�biased�view�of�
the solar role in the climate equation: it cherry-picks solar forcing that minimizes the solar effect 
without properly addressing the uncertainties and controversies surrounding this topic and by 
ignoring�the�scientific�literature�addressing�it.�The�IPCC�authors�do�not�appear�to�be�interested�in�
exploring�solar�amplifiers�or�alternative�solar�forcing�proposals.�Connolly�et�al.�(2021)174 propose 
how a properly critical analysis of this debate should be conducted. The views of the IPCC must be 
revised, it is just a matter of time. 

The public should not ignore the fact that the IPCC is a politically controlled organisation in which 
the IPCC bureau handpicks authors and review editors. Scientists supporting a stronger role of 

168 matthes, K., funke, b., andersson, m. E., barnard, l., beer, j., Charbonneau, P., Clilverd, m. a., dudok de Wit, T., Haberreiter, m., Hendry, 
a., jackman, C. H., Kretzschmar, m., Kruschke, T., Kunze, m., langematz, u., marsh, d. R., maycock, a. C., misios, S., Rodger, C. j., Scaife, a. 
a., Seppälä, a., Shangguan, m., Sinnhuber, m., Tourpali, K., usoskin, I., van de Kamp, m., Verronen, P. T., and Versick, S.: Solar forcing for 
CmIP6 (v3.2), geosci. model dev., 10, 2247–2302.

169 Egorova, T.; Schmutz,W.; Rozanov, E.; Shapiro, a.I.; usoskin, I.; beer, j.; Tagirov, R.V.; Pete, T. Revised historical solar irradiance forcing 
Revised historical solar irradiance forcing. A&A 2018, 615, a85.

170 Hoyt, d.V.; Schatten, K.H. a discussion of plausible solar irradiance variations, 1700–1992. J. Geophys. Res. 1993, 98, 895–906.
171 Scafetta, N.; Willson, R.C. aCRIm total solar irradiance satellite composite validation versus TSI proxy models. Astrophys. Space Sci. 2014, 

350, 421–442.
172 Scafetta, N.; Willson, R.C.; lee, j.N.; Wu, d.l. modeling Quiet Solar luminosity Variability from TSI Satellite measurements and Proxy 

models during 1980–2018. Remote Sens. 2019, 11, 2569. 
173 Ibid 1
174 Ibid 1
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natural climate change in modern climate are typically excluded from the authorship of IPCC re-
ports. But in the long run, facts and observations will prevail and the current uncertainties will be 
properly�solved�and�the�numerous�empirical�findings�supporting�a�significant�solar�(or�otherwise�
astronomical)�effect�on�the�climate�will�be�confirmed.�

Many topics in the climate sciences are poorly understood. The science is far from settled. Never-
theless,�evidence�for�large�natural�forcings�firms�up�with�every�year�of�additional�research.�It�will�
therefore�get�easier�and�easier�to�fully�acknowledge�the�significant�influence�that�the�Sun,�ocean�
cycles (“modes of variability”) and other natural drivers have on the complex climate system.
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7 Misty Climate 
Sensitivity
BY MARCEL CROK
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How sensitive the climate is for greenhouse gases like CO2 remains 
one of the most important issues of our time. In most reports the IPCC 
claimed a doubling of CO2 will give 3°C of warming with an uncertainty 
range of 1.5°C to 4.5°C. In AR6, strongly influenced by one particular 
2020 review paper, the best estimate for climate sensitivity remains 3°C 
but they narrowed the likely range considerably to 2.5°C to 4°C. This 
strongly suggests that lower values of climate sensitivity, which have 
also been published in the literature, are now rejected by the IPCC. But is 
this justified?

T
he climate sensitivity to CO2 and other greenhouse gases (GHGs) is arguably one of 
the most important numbers in the climate change debate. Put very simply, if the 
climate is very sensitive to greenhouse gases and therefore climate sensitivity is 
high, then we can expect substantial warming in the coming century if greenhouse 
gas emissions are not severely reduced. If climate sensitivity is low, then future 
warming will be substantially lower, as will the rise in sea level.

Climate�sensitivity�is�defined�as�the�amount�of�global�surface�warming�we�get�when�
the concentration of CO2 in the atmosphere doubles. The term generally refers to the rise in tem-
perature once the climate system has fully warmed up, a process taking over a thousand years due 
to the enormous heat capacity of the ocean. This so-called ‘equilibrium climate sensitivity’ (ECS), 
is the traditional and still most widely used measure. In practice what is more commonly estimat-
ed1 is ‘effective climate sensitivity’, a close approximation to ECS that is more practical to work 
with.

A shorter-term measure of sensitivity, transient climate response (TCR), represents the extent of 
global warming over a 70 year timeframe during which CO2 concentrations double.2 TCR can be 
estimated more easily than ECS, and is more relevant to projections of warming – although not sea 
level rise – over the rest of this century.3

Historically, since the Charney report in 19794, the best estimate for climate sensitivity has been 
remarkably stable (see table 1). The best estimate in the IPCC sixth assessment report (AR6) is 
similar to the one in the Charney report, although the latter was based on very limited informa-
tion. 

Van der Sluijs (1998)5 considered the reasons why the range for climate sensitivity has changed 
so little over a period in which the science has evolved enormously. He concluded that the range 
was only partly determined by the science itself and that many other factors played a role. One of 
these�was�‘a�need�to�create�and�maintain�a�robust�scientific�basis’�for�policy�action.�We�believe�this�
observation by Van der Sluijs in 1998 is still valid today.

1 Including for global climate models. Note that by convention equilibrium climate sensitivity excludes adjustment by slow components 
of the climate system (e.g. ice sheets, vegetation).

2 The increase in CO2 is specified to occur at a constant compound rate over the period, but modest fluctuations in the rate are unimport-
ant. Estimation of TCR is unaffected by the actual rate of increase provided that the increase in global temperature is scaled appropriate-
ly, and TCR is little affected by moderate variations in the ramp period: between 60–80 years, at least.

3 although TCR is easier to estimate, unlike ECS it does not have a useful interpretation in terms of the physics of the climate system. TCR 
is lower than ECS because heat going into the ocean contributes to the value of ECS but not to TCR.

4 
5 j.P. van der Sluijs et al. (1998).
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Table 1: Evolution of equilibrium climate sensitivity estimates in the last 42 years and the range for transient climate response since 
2007

ECS RANGE (°C) ECS BEST ESTIMATE (°C) TCR RANGE (°C)

Charney Report 1979 1.5–4.5 3

NaS Report 1983 1.5–4.5 3

Villach Conference 1985 1.5–4.5 3

IPCC faR 1990 1.5–4.5 2.5

IPCC SaR 1995 1.5–4.5 2.5

IPCC TaR 2001 1.5–4.5 3

IPCC aR4 2007 2–4.56 3 1–37

IPCC aR5 2013 1.5–4.58 None given 1–2.59

IPCC aR6 2021 2.5-4 3 1.4-2.210

Table 1 shows the evolution of both the range and the best estimate of ECS over the last 42 years. 
As one can see, the best estimate did not change much. However, in AR6, the IPCC narrowed its 
likely range considerably claiming values below 2.5°C are now less likely.

A Sensitive Matter

After the publication of the IPCC AR5 report, the British independent scientist Nic Lewis and the 
Dutch independent science writer Marcel Crok wrote an extensive report11 – titled A Sensitive 
Matter – in which they explained how the IPCC “hid good news about global warming”. In their 
report they detailed that during the production process of AR5 several papers had been published, 
based on observations in the ‘historical period’ (the period since 1850), that indicated a consider-
ably lower estimate of ECS than those estimates based on General Circulation Models (GCMs). The 
CMIP5 models, on average, had a climate sensitivity of more than 3°C while observations indicated 
ECS values between 1.5 and 2°C. 

In their report Crok and Lewis observed that the IPCC was confronted with a dilemma:

In our view, the IPCC WGI scientists were saddled with a dilemma. How should they deal with 
the discrepancy between climate sensitivity estimates based on models and sound observa-
tional estimates that are consistent with the new evidence about aerosol cooling? In conjunc-
tion with governments – who have the last say on the wording of the SPM – they appear to 
have decided to resolve this dilemma in the following way. First, they changed the ‘likely’ range 
for climate sensitivity slightly. It was 2–4.5°C in AR4 in 2007. They have now reduced the lower 
bound�to�1.5°C,�making�the�range�1.5–4.5°C.�By�doing�this�they�went�some�way�to�reflect�the�
new, lower estimates that have been published recently in the literature. 

They also decided not to give a best estimate for climate sensitivity. The tradition of giving a 
best estimate for climate sensitivity goes all the way back to the Charney report in 1979, and all 
subsequent IPCC reports (except the third assessment report in 2001) gave one as well. In AR4 
the best estimate was 3°C. At the time of approval of the SPM by governments in September 2013, 
the decision not to give a best estimate for climate sensitivity was mentioned only in a footnote in 
the SPM, citing ‘a lack of agreement on values across assessed lines of evidence and studies’. Only 
in�the�final�report,�published�in�January�2014,�was�a�paragraph�added�in�the�Technical�Summary�
giving slightly more explanation.

6 likely (17–83%) range. Prior to aR4, ranges were not clearly defined in probabilistic terms.
7 10–90% range.
8 likely range.
9 likely range.
10 The IPCC now also gave a best estimate for TCR of 1.8°C (page 927)
11 a Sensitive matter, Nicholas lewis and marcel Crok, gWPf (2014), 



96 7 mISTy ClImaTE SENSITIVITy SubjECT TO fINal EdITINg

So, to deal with the new estimates for ECS that were based mostly on observations since 1850 (in-
stead of on models) the IPCC lowered the lower bound of their likely range back to 1.5°C, where it 
was most of the times since the Charney report. Furthermore, due to a lack of agreement between 
different lines of evidence (i.e. mainly between observational estimates and models) they gave no 
best estimate, which was quite remarkable because the same report claimed the IPCC was more 
certain than ever that humans were the main cause of global warming. 

The AR5 report was published in 2013 and the AR6 Working Group 1 report was published in 
2021.�So�the�IPCC�community�has�had�eight�years�of�time�to�figure�out�how�they�had�to�deal�with�
these ‘different lines of evidence’. 

The importance of high climate sensitivity

Now before we go into the details of how the climate community ‘solved’ this problem, let’s dwell 
on the importance of a ‘high’ or ‘low’ climate sensitivity for a moment. A high climate sensitivity 
makes the climate problem ‘urgent’ as we can expect a lot of warming with continuing CO2 emis-
sions. A high climate sensitivity means the climate models – in which the community has invested 
a lot, both in terms of money and their credibility – are ‘right’. A ‘low’ climate sensitivity is good 
news for all, but makes the case for urgent climate measures much weaker. 

A ‘low’ climate sensitivity would also mean that well-known climate sceptics – like Richard 
Lindzen or Roy Spencer – who have claimed for many years that sensitivity is ‘low’, were right 
after all. Stephen Schneider, a well-known climate scientist who passed away in 2010, wrote the 
book Science as a Contact Sport. Of course it is, science is also about careers, citation indexes, fund-
ing, fame etc. There is a lot at stake here, a ‘low’ climate sensitivity would not only mean that the 
climate community was ‘wrong’ for a long time, it could also mean that in the future less money 
will�flow�to�climate�science�departments.

Suppose for a brief moment that climate change was not a highly polarized and politicized issue. 
Scientifically�speaking�we�have�a�quite�normal�situation�that�happens�all�the�time�in�science,�a�
discrepancy between theory and observations. Climate models (theory) have a climate sensitivi-
ty of more than 3°C, mainly as a result of positive feedbacks, principally water vapour and cloud 
feedbacks, which amplify the initial warming that is caused by an increase of CO2 and other green-
house gases. However, estimates based on observations over the period 1850 till now indicate 
that climate sensitivity is much lower, around 2°C or possibly closer to 1.5°C. In ‘normal’ science, 
scientists�would�give�the�observational�estimates�the�benefit�of�the�doubt.�There�must�be�some-
thing wrong with the models. However, given all the interests that are at stake – i.e. to keep climate 
change�an�urgent�issue�or�as�Van�der�Sluijs�wrote�in�1998�to�‘maintain�a�robust�scientific�basis’�
for policy action – this was not really an option for the climate community and the IPCC. So their 
‘favoured’ outcome was to prove that the historical estimates since 1850 were ‘wrong’. And they 
‘succeeded’ in this. It’s a fascinating story.

First the outcome. In AR6 the IPCC is back with a best estimate for ECS of 3°C. Looking at Table 1 
this doesn’t stand out, as this estimate is similar to the estimate in the 1979 Charney report. But in 
fact it is quite surprising because the observations since 1850 indicate a much lower ECS, between 
1.5 and 2°C. So apparently, the IPCC has found a way to discard or adjust those estimates in favour 
of higher values.

Spectacular new likely range

But even more surprising, indeed ‘spectacular’, is the new likely range of 2.5 to 4°C. Remember, in 
AR4 (2007) they raised the lower bound of ECS to 2°C, but then had to lower it back to the ‘nor-
mal’ 1.5°C in AR5 (2013) due to the new observational estimates for ECS. Now they have raised it 
to 2.5°C and narrowed the likely range to 2.5-4°C. The likely range has never previously been as 



97 7 mISTy ClImaTE SENSITIVITy SubjECT TO fINal EdITINg

small (narrow) as this. The message is clear: the IPCC is now more certain about ECS than ever 
and�finds�values�below�2.5°C�and�above�4°C�unlikely.�Or�in�their�words:

Based on multiple lines of evidence the best estimate of ECS is 3°C, the likely range is 2.5°C to 
4°C, and the very likely range is 2°C to 5°C. It is virtually certain that ECS is larger than 1.5°C. 
[page 926] 

It is now tempting to think that the IPCC ‘chose’ for the ECS of climate models and discarded the 
observational estimates. But this is not the case. In fact, the IPCC made it clear that climate models 
(i.e. GCM’s) are not considered as a line of evidence in AR6 (our bold):

All four lines of evidence rely, to some extent, on climate models, and interpreting the evidence 
often�benefits�from�model�diversity�and�spread�in�modelled�climate�sensitivity.�Furthermore,�
high-sensitivity models can provide important insights into futures that have a low likelihood 
of occurring but that could result in large impacts. But, unlike in previous assessments, 
climate models are not considered a line of evidence in their own right in the IPCC Sixth 
Assessment Report. [page 1024].

This�change�of�heart�regarding�models�likely�reflects�an�increasing�divergence�between�ECS�values�
in different GCMs; ECS values for the new generation (CMIP6) models used in AR6 range from 
1.8°C�to�5.6°C.�Moreover,�a�significant�number�of�these�GCMs�have�ECS�values�exceeding�4.5°C,�and�
are widely considered to be implausibly sensitive.

The Sherwood paper

In 2015 over thirty experts attended a week-long workshop in Ringberg Castle to assess gaps in 
understanding of Earth’s climate sensitivities. The workshop was organised under the auspices of 
the World Climate Research Programme (WCRP) Grand Science Challenge on Clouds, Circulation 
and Climate Sensitivity. Nic Lewis attended this workshop and gave a talk. 

This WCRP-initiated and supported assessment process culminated in the publication in 2020 of 
a 92-page review paper by Steven Sherwood and 24 co-authors titled “An Assessment of Earth’s 
Climate Sensitivity Using Multiple Lines of Evidence”.12�The�paper�has�been�extremely�influential,�
including in informing the assessment of equilibrium climate sensitivity (ECS) in the 2021 IPCC 
Sixth�Assessment�Scientific�Report�(AR6);�it�was�cited�over�twenty�times�in�the�relevant�AR6�chap-
ter 7. Lewis was not asked to be a co-author or reviewer of that paper.

Since the Ringberg workshop was held, Lewis had published papers concerning how to combine 
multiple lines of evidence regarding climate sensitivity using an Objective Bayesian statistical ap-
proach.13 Disappointingly for Lewis, Sherwood et al. instead used the common Subjective Bayes-
ian method that, while simpler, his research had showed may result in unrealistic estimates and 
uncertainty ranges. Lewis therefore decided to replicate the Sherwood et al. paper, to implement 
an Objective Bayesian approach, and also to review the paper’s choice of probabilistic estimates 
for the input assumptions used. In doing so Lewis discovered another, more fundamental and po-
tentially more serious, statistical problem in the Sherwood paper, as well as important conceptual 
errors�and�inconsistencies.�He�also�found�that�after�fixing�these�problems�and�also�substituting�
values derived from more recent sources of evidence, including AR6, for certain of the data-vari-
able estimates used, the resulting estimate of climate sensitivity fell substantially.

Here is the full abstract of the paper that Lewis published in 2022, so a year after the IPCC report 
was published (our bold):14

12 Sherwood, S.C. et al., 2020: an assessment of Earth’s Climate Sensitivity using multiple lines of Evidence. Reviews of geophysics, 58(4), 
e2019Rg000678, doi:10.1029/2019rg000678

13 all his peer reviewed papers can be found here: https://nicholaslewis.org/peer-reviewed-publications/
14 lewis (2022) Objectively combining climate sensitivity evidence. Climate dynamics, doi.org/10.1007/s00382-022-06468-x
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Recent assessments of climate sensitivity per doubling of atmospheric CO2 concentration have 
combined likelihoods derived from multiple lines of evidence. These assessments were very 
influential�in�the�Intergovernmental�Panel�on�Climate�Change�Sixth�Assessment�Report�(AR6)�
assessment of equilibrium climate sensitivity, the likely range lower limit of which was raised 
to 2.5°C (from 1.5°C previously). This study evaluates the methodology of and results from a 
particularly�influential�assessment�of�climate�sensitivity�that�combined�multiple�lines�of�evi-
dence, Sherwood et al. (2020). That assessment used a subjective Bayesian statistical method, 
with an investigator-selected prior distribution. This study estimates climate sensitivity using 
an Objective Bayesian method with computed, mathematical priors, since subjective Bayesian 
methods�may�produce�uncertainty�ranges�that�poorly�match�confidence�intervals.�Identical�
model equations and, initially, identical input values to those in Sherwood et al. are used. 
This study corrects Sherwood et al.’s likelihood estimation, producing estimates from three 
methods that agree closely with each other, but differ from those that they derived. Finally, the 
selection of input values is revisited, where appropriate adopting values based on more recent 
evidence�or�that�otherwise�appear�better�justified.�The resulting estimates of long-term cli-
mate sensitivity are much lower and better constrained (median 2.16°C, 17−83% range 
1.75−2.7°C, 5−95% range 1.55−3.2°C) than in Sherwood et al. and in AR6 (central value 
3°C, very likely range 2.0−5.0°C). This sensitivity to the assumptions employed implies that 
climate�sensitivity�remains�difficult�to�ascertain,�and�that�values between 1.5°C and 2°C are 
quite plausible.

This is quite spectacular. After correcting the Sherwood et al. methods and revising key input 
data�to�reflect�more�recent�evidence,�the�central�estimate�for�climate�sensitivity�comes�down�from�
3.1°C per doubling of CO2 concentration in the original study to 2.16°C in the new paper. The 
results of Lewis’ analysis determined a likely range of 1.75 to 2.7°C for climate sensitivity, even 
narrower than the new range used by the IPCC (2.5-4°C), but much lower. 

The central estimate from Lewis’ analysis - 2.16°C - is well below the IPCC AR6 likely range of 
2.5-4°C. This large reduction relative to Sherwood et al. shows how sensitive climate sensitivity 
estimates are to input assumptions. Lewis’ analysis implies that climate sensitivity is more likely 
to be below 2°C than it is to be above 2.5°C. One wonders what would have happened if the Sher-
wood�group�(consisting�of�the�who’s�who�in�the�climate�sensitivity�field)�had�invited�Nic�Lewis�to�
join their effort. Now the estimates in the Sherwood paper have instantly become the new ‘gold-
en standard’ in the IPCC report and this will remain so until at least the next IPCC report will be 
published, but that will be only six or seven years from now. So in the coming years policy makers 
will all assume that a ‘low’ climate sensitivity is more unlikely than ever since the Charney report 
in 1979 was published. Although their own method, if used correctly, shows the opposite, that ECS 
is likely on the low side.

Different lines of evidence

So what did Sherwood et al. use exactly as their evidence? They combined evidence based on sev-
eral different lines of evidence: process understanding (feedback analysis), the historical period 
(instrumental) record, and paleoclimate data from both warm and cold periods. The cold paleo-
climate evidence concerned changes between the last glacial maximum (LGM) and preindustrial 
periods. Sherwood et al. analysed paleoclimate data from two warm periods, the mid-Pliocene 
warm period (mPWP) and the more distant Paleocene-Eocene Thermal Maximum (PETM), but did 
not use PETM data in their main results. Thus, Sherwood et al. used three main lines of evidence 
(Process, Historical and Paleoclimate), with LGM and mPWP evidence being combined to repre-
sent Paleoclimate evidence.

Lewis�agrees�that�“this�is�a�strong�scientific�approach,�in�that�it�utilizes�a�broad�base�of�evidence�
and avoids direct dependence on GCM climate sensitivities. Such an approach should be able to 
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provide more precise and reliable estimation of climate sensitivity than that in previous IPCC 
assessment reports.”15

In a detailed explanatory article16 about the paper Lewis showed how the changes in input data 
and statistical methods led to different outcomes for climate sensitivity compared to the original 
paper by Sherwood et al:

Figure 1: Posterior Probability density functions for S (= climate sensitivity) based on the revised (solid lines) and original data 
variable assumptions (dotted lines). 

The probability density functions (representing the probable values of the estimated parameter 
for climate sensitivity) in the Lewis paper are much more constrained than in the original Sher-
wood paper and the different lines of evidence also show similar outcomes. 

Historical estimates

The 2014 Lewis/Crok report stated that at that moment observational estimates for climate sensi-
tivity, based on the historical (instrumental) period, were ‘superior’:

So, to conclude, we think that of the three main approaches for estimating ECS available today 
(instrumental observation based, palaeoclimate proxy observation based, and GCM simula-
tion/feedback analysis based), instrumental estimates – in particular, those based on warming 
over�a�substantial�period�extending�to�the�twenty-first�century�–�are superior by far. Observa-
tionally based estimates give the best indication of how our current climate has actually been 
reacting to the increase in greenhouse gases. [A Sensitive Matter, page 37]

Now of course scientists involved in the IPCC report are free to disagree with that view. In the 
years since AR5 Lewis together with well-known climate scientist Judith Curry has published two 
peer reviewed papers17, based on the historical period since 1850, to estimate both ECS and TCR. 
The most recent paper was published in 2018 and is referenced several times in the AR6 report. 
Here is the abstract (our bold):18

Energy budget estimates of equilibrium climate sensitivity (ECS) and transient climate re-
sponse (TCR) are derived based on the best estimates and uncertainty ranges for forcing pro-

15 lewis published a detailed commentary about his peer reviewed paper, available here: https://nicholaslewis.org/wp-content/up-
loads/2022/09/lewis_Objectively-combining-climate-sensitivity-evidence_2022-Clim-dyn-detailed-Summary.pdf

16 https://nicholaslewis.org/wp-content/uploads/2022/09/lewis_Objectively-combining-climate-sensitivity-evidence_2022-Clim-dyn-de-
tailed-Summary.pdf

17 lewis, N. and j.a. Curry, 2015: The implications for climate sensitivity of aR5 forcing and heat uptake estimates. Climate dynamics, 
45(3–4), 1009–1023, doi:10.1007/s00382-014-2342-y; lewis, N. and j. Curry, 2018: The Impact of Recent forcing and Ocean Heat uptake 
data on Estimates of Climate Sensitivity. journal of Climate, 31(15), 6051–6071, doi:10.1175/jcli-d-17-0667.1.

18 lewis, N. and j. Curry, 2018: The Impact of Recent forcing and Ocean Heat uptake data on Estimates of Climate Sensitivity. journal of 
Climate, 31(15), 6051–6071, doi:10.1175/jcli-d-17-0667.1.
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vided in the IPCC Fifth Assessment Report (AR5). Recent revisions to greenhouse gas forcing 
and post-1990 ozone and aerosol forcing estimates are incorporated and the forcing data 
extended�from�2011�to�2016.�Reflecting�recent�evidence�against�strong�aerosol�forcing,�its�AR5�
uncertainty�lower�bound�is�increased�slightly.�Using�an�1869–82�base�period�and�a�2007–16�fi-
nal�period,�which�are�well�matched�for�volcanic�activity�and�influence�from�internal�variability,�
medians are derived for ECS of 1.50 K (5%–95% range: 1.05–2.45 K) and for TCR of 1.20 K 
(5%–95% range: 0.9–1.7 K). These estimates both have much lower upper bounds than those 
from�a�predecessor�study�using�AR5�data�ending�in�2011.�Using�infilled,�globally�complete�
temperature data give slightly higher estimates: a median of 1.66 K for ECS (5%–95% range: 
1.15–2.7 K) and 1.33 K for TCR (5%–95% range: 1.0–1.9 K). These ECS estimates reflect 
climate feedbacks over the historical period, assumed to be time invariant. Allowing for 
possible time-varying climate feedbacks increases the median ECS estimate to 1.76 K 
(5%–95% range: 1.2–3.1 K), using infilled temperature data. Possible biases from non–
unit�forcing�efficacy,�temperature�estimation�issues,�and�variability�in�sea�surface�temperature�
change patterns are examined and found to be minor when using globally complete tempera-
ture data. These results imply that high ECS and TCR values derived from a majority of 
CMIP5 climate models are inconsistent with observed warming during the historical 
period.

Here is the table with their key results:

Table 2: best estimates (medians) and uncertainty ranges for ECS and TCR using the base and final periods indicated. Values in roman 
type compute ΔT using the HadCRuT4v5 dataset; values in italics compute ΔT using the infilled, globally complete Had4_krig_v2 
dataset. The preferred estimates are shown in boldface. lC15 refers to the earlier paper by lewis and Curry in 2015. Source: table 3 in 
lewis and Curry 2018.

BASE PERIOD FINAL PERIOD
ECS BEST  

ESTIMATE (K)
ECS 17%-83% 

RANGE (K)
ECS 5%-95% 

RANGE (K)
TCR BEST  

ESTIMATE (K)
TCR 17%-83% 

RANGE (K)
TCR 5%-95% 

RANGE (K)
1869-82 2007-16 1.50 1.2-1.95 1.05-2.45 1.20 1.0-1.45 0.9-1.7

1.66 1.35-2.15 1.15-2.7 1.33 1.1-1.6 1.0-1.9

1869-82 1995-2016 1.56 1.2-2.1 1.05-2.75 1.22 1.0-1.5 0.85-1.85

1.69 1.35-2.25 1.15-3.0 1.32 1.1-1.65 0.95-2.0

1850-1900 1980-2016 1.54 1.2-2.15 1.0-2.95 1.23 1.0-1.6 0.85-1.95

1.67 1.3-2.3 1.1-3.2 1.33 1.05-1.7 0.9-2.15

1930-50 2007-16 1.56 1.2-2.15 1.0-3.0 1.20 0.95-1.5 0.85-1.85

1.65 1.25-2.3 1.05-3.15 1.27 1.05-1.6 0.9-1.95

LC15 results for comparison
1859-82 1995-2011 1.64 1.25-2.45 1.05-4.05 1.33 1.05-1.8 0.9-2.5

1850-1900 1987-2011 1.67 1.25-2.6 1.0-4.75 1.31 1.0-1.8 0.85-2.55

These results are quite spectacular. Depending on the dataset used, their ‘preferred’ estimate of 
ECS is either 1.5°C or 1.66°C. Two years later, the IPCC, in AR6, decided that the best estimate for 
ECS is 3°C, so (almost) double the value found by Lewis and Curry 2018 and far outside its likely 
range of 1.35-2.15°C. Moreover, the AR6 historical period ECS best estimate using the same ‘en-
ergy budget’ method as Lewis and Curry (2018) is even higher, at 3.5°C.19 So apparently, the IPCC 
has reasons to dismiss the 2018 results of Lewis and Curry. What are those reasons? 

Part of the explanation is that AR6 revised up the estimated historical rises in aerosol cooling 
strength, in global surface temperature and in ocean heat uptake, and revised down the estimated 
warming effect of methane, relative to the best estimates when Lewis and Curry 2018 was pro-
duced.�Time�will�tell�to�what�extent�these�revised�data�estimates�adopted�by�AR6�are�justified.�
In his 2022 paper, Lewis used the same surface temperature dataset as Sherwood (2020) while 
adopting all the other AR6 data estimates save for its major upward revision of AR5’s aerosol cool-
ing strength assessment, which (after a detailed review of recent evidence) he partially adopted. 
Doing so increased the ECS best estimate to just over 2°C. If the AR5 estimate of aerosol cooling 
strength had been retained, the ECS estimate would have been only 1.8°C. Even adopting all the 

19 Section 7.5.2.1, page 997
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AR6 data estimate revisions in full would only result in an historical period energy budget ECS 
estimate of 2.5°C, not actual the AR6 assessment of 3.5°C. 

The pattern effect

The explanation for the 1°C further increase is really fascinating. The IPCC invoked a so-called 
‘pattern effect’ to increase the ‘low’ estimates based on the historical period. Here is what they 
write in the executive summary of chapter 7 in AR6 (our bold): 

Radiative feedbacks, particularly from clouds, are expected to become less negative (more 
amplifying) on multi-decadal time scales as the spatial pattern of surface warming 
evolves, leading to an ECS that is higher than was inferred in AR5 based on warming over 
the instrumental record. This new understanding, along with updated estimates of historical 
temperature change, ERF, and Earth’s energy imbalance, reconciles previously disparate ECS 
estimates�(high�confidence).�[page�926]

As we will explain, this is quite a Houdini act by the IPCC community! Most readers will probably 
have never heard about a ‘pattern effect’, which is meant by ‘the spatial pattern of surface warm-
ing’ in the AR6 paragraph above. And it’s rather complicated, so let’s discuss it step by step. ECS is 
the long term warming after a doubling of the CO2 concentration. Since 1850 the CO2 concentra-
tion has been increasing but not yet doubled. A high climate sensitivity of 3°C or higher implies 
that climate feedbacks are positive, i.e. they amplify the initial radiative warming effect of CO2 and 
other greenhouse gases. 

The idea that the climate science community has now launched is that initially the climate feed-
backs don’t operate in full power yet (so they don’t amplify to their full potential yet), but eventu-
ally they will. However, when you estimate ECS based on the historical period you are misguided 
because the implied feedbacks over this period are not representative for the full period over 
which ECS has to be determined (theoretically until a new equilibrium in the climate system has 
been established, which can take over a thousand years). 

Smart readers will now ask: how do we know the feedbacks in the system will eventually get 
stronger? Good question! The short and simple answer is: because models say so! 

We note in passing that Lewis and Curry 2018 also gave an ECS estimate that allowed probabilis-
tically for the pattern effect in GCMs. Doing so increased the main 1.66°C ECS estimate, but only to 
1.76°C. So not to 3.5°C. 

The Carbon Brief website had a good article20 explaining the evolving thinking of the climate 
community with respect to observational estimates over the historical period. Here is a lengthy 
excerpt from that article (our bold):

One important insight is that the strength of climate feedbacks is expected to change over time, 
with stronger feedbacks taking longer to emerge.
A 2017 paper by Dr Cristian Proistosescu and Prof Peter Huybers at Harvard University found 
that amplifying feedbacks that play a large role in ECS in climate models have not fully 
kicked in for current climate conditions. A similar paper by Prof Kyle Armour of the Uni-
versity of Washington suggests feedbacks will increase by about 25% from today’s transient 
warming as the Earth moves towards equilibrium.
This means that sensitivity estimates based on instrumental warming to date would be 
on the low side, as they would not capture the larger role of feedbacks in future warm-
ing. The authors suggest that “accounting for these…brings historical records into agree-
ment with model-derived ECS estimates”.

20 https://www.carbonbrief.org/explainer-how-scientists-estimate-climate-sensitivity/
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This is in part because feedbacks depend strongly on the spatial pattern of warming. Prof 
Armour elaborates in a discussion on the Climate Lab Book website:

“Nearly all GCMs [global climate models] show global radiative feedbacks changing over 
time under forcing, with effective climate sensitivity increasing as equilibrium is ap-
proached. As a result, climate sensitivity estimated from transient warming appears 
smaller than the true value of ECS…
As far as we can tell, the physical reason for this effect is that the global feedback depends 
on the spatial pattern of surface warming, which changes over time…One nice example 
is the sea-ice albedo feedback in the Southern Ocean: because warming has yet to emerge 
there, that positive (destabilising) feedback has yet to be activated.
This means that even perfect knowledge of global quantities (surface warming, radiative 
forcing, heat uptake) is insufficient to accurately estimate ECS; you also have to predict 
how radiative feedbacks will change in the future.”

Prof Andrew Dessler agrees, telling Carbon Brief that an understanding of how the pattern 
of surface warming influences sensitivity is one of the major advances in our under-
standing of climate sensitivity in recent years. He suggest that it “allows us to resolve the 
discrepancy between the 20th century [instrumental] estimates and other estimates that give 
higher values”.

You have to admit, from their perspective – cherishing high estimates of climate sensitivity includ-
ing those based on the GCMs – this is a brilliant way out. They dismiss the ‘low’ climate sensitivity 
estimates based on the historical period (the only period in climate history for which we have at 
least a reasonable amount of measurement data), because feedbacks will get stronger in the fu-
ture. How do they know that? Well, again, the models say so. But how do we know the models are 
realistic? Answer: we don’t know. 

Even Prof Amour’s ‘nice example’ of as-yet inactive positive sea-ice albedo feedback in the South-
ern Ocean (around Antarctica) may well be incorrect. A 2019 paper on this subject concluded that 
“Observed changes in Antarctic sea ice are poorly understood” and that it was unclear whether 
Antarctic sea-ice albedo feedback would actually be positive.21

Not surprisingly, Nic Lewis has also looked into this ‘pattern effect’ as it is used against his and 
other’s ‘low’ estimates of climate sensitivity based on the historical period. So in Lewis and Curry 
2018 they responded to these concerns of the climate community concluding:

We have also shown that various concerns that have been raised about the accuracy of histori-
cal period energy budget climate sensitivity estimation are misplaced. We assess nil bias from 
either�non–unit�forcing�efficacy�or�varying SST warming patterns, and that any downward 
estimation�bias�when�using�blended�infilled�surface�temperature�data�is�trivial.�

The AR6 authors essentially agreed with Lewis and Curry’s assessments on these issues except in 
relation to ‘varying SST warming patterns’. There they doubled down, claiming not only that (per 
GCMs) greenhouse gas-forced feedbacks would become more positive over time, but that also the 
historical period SST warming pattern was strongly affected by unforced (natural) internal vari-
ability that caused climate feedback to appear abnormally small. 

In 2021 Lewis published a paper with Thorsten Mauritsen, who was also lead author of the IPCC 
chapter�7,�dealing�specifically�with�the�pattern�effect.�It’s�title�was�“Negligible unforced histor-
ical pattern effect on climate feedback strength found in HadISST-based AMIP simulations”.22 
They concluded (our bold):

21 frew, RC, et al., 2019: Sea Ice–Ocean feedbacks in the antarctic Shelf Seas. journal of Physical Oceanography 49.9 (2019): 2423-2446. 
doi:10.1175/jPO-d-18-0229.1

22 lewis, N. and mauritsen, T., 2021: Negligible unforced historical pattern effect on climate feedback strength found in HadISST-based 
amIP simulations. Journal of Climate, 1-52, https://doi.org/10.1175/jClI-d-19-0941.1

https://doi.org/10.1175/JCLI-D-19-0941.1
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In this study we have found no evidence for a substantial unforced pattern effect over the 
historical period, arising from internal variability, in the available sea surface temperature 
datasets, save for when the AMIPII and ERSSTv5 datasets are used. Our results imply that the 
evidence suggesting existing constraints on EffCS from historical period energy budget consid-
erations are biased low due to unusual internal variability in SST warming patterns is too weak 
to support such conclusion, and suggest that any such bias is likely to be small and of uncertain 
sign.’

Their paper is mainly a reply to a 2018 paper by Andrews et al.23 which claims that the pattern 
effect leads to an underestimation of ECS based on the historical period of 40%. Lewis and Maurit-
sen showed in their paper that climate feedback estimates are far from robust to choice of histor-
ical SST dataset, and that when the widely used HadISST1 dataset is used in place of the AMIPII 
SST dataset, no unforced historical pattern effect is found with the models they used. They also 
investigated�the�unforced�historical�pattern�effect�using�five�other�SST�datasets,�finding�a�signifi-
cant�estimated�effect�only�in�one�case.�Given�these�findings,�when�estimating�ECS�from�historical�
period data in his 2022 paper, Lewis adopted a small unforced historical pattern effect, in addition 
to a forced pattern effect estimate that was slightly larger than that used by Andrews et a. (2018). 
Together these totalled some 70% of the overall pattern effect estimated in AR6.

Mauritsen was a lead author of the relevant chapter 7 in the AR6 report and his and Lewis’s 2021 
paper is mentioned in the chapter. This is what they had to say about it (our bold):

Using�alternative�SST�datasets,�Andrews�et�al.�(2018)�found�little�change�in�the�value�of�α’�[the�
change in climate feedback arising from the pattern effect] within two models (HadGEM3 and 
HadAM3),�while�Lewis�and�Mauritsen�(2021)�found�a�smaller�value�of�α’�within�two�other�
models (ECHAM6.3 and CAM5). The sensitivity of results to the choice of dataset represents 
a�major�source�of�uncertainty�in�the�quantification�of�the�historical�pattern�effect�using�atmo-
sphere-only�ESMs�that�has�yet�to�be�systematically�explored,�but�the�preliminary�findings�of�
Lewis�and�Mauritsen�(2021)�and�Fueglistaler�and�Silvers�(2021)�suggest�that�α’�could�be�small-
er than the values reported in Andrews et al. (2018).

A clear error by the IPCC

So, the IPCC admitted there was evidence against a large ‘pattern effect’ as claimed by Andrews et 
al.�2018.�Note�that�the�findings�of�Mauritsen�and�Lewis�are�called�‘preliminary’�while�such�a�word�
is�not�used�for�the�Andrews�paper.�Nevertheless,�the�IPCC�concluded�with�‘high�confidence’�that�
the pattern effect ‘reconciles previously disparate ECS estimates’, meaning that there is no longer 
a disagreement between the ‘low’ estimates over the historical period and the ‘high’ estimates 
based on the models. So the pattern effect, together with a major increase in the estimated aerosol 
cooling strength, is how the IPCC ‘solved’ the ‘dilemma’ that Lewis and Crok discussed in their 
2014 report A Sensitive Matter. 

This of course is very unconvincing. Aerosol cooling strength remains very uncertain. And the 
‘pattern effect’ seems to be a nice example of ‘adding an epicycle’, a rather ad hoc hypothesis to 
save�an�overall�scientific�theory.24 Here it looks as if it was introduced to save the overall case for a 
high instrumental observation based climate sensitivity estimate. 

Worse, both Sherwood (2020) and AR6 convert their feedback strength estimates into ECS esti-
mates using a value for the forcing from a doubling of CO2 concentration that is computed on a 
basis inconsistent with their feedback estimates. While this inconsistency is likely due to incom-
petence�rather�than�a�deliberate�ploy,�Lewis�(2022)�estimates�that�it�artificially�increases�both�
the historical period energy budget based, and the process understanding based, ECS estimates 

23 andrews T. et al., 2018 accounting for changing temperature patterns increases historical estimates of climate sensitivity. geophys. Res. 
lett. https://doi.org/10.1029/2018gl078887

24 https://en.wikipedia.org/wiki/deferent_and_epicycle#bad_science

https://doi.org/10.1029/2018GL078887
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by over 15%. This represents a clear, substantial error in ECS estimation by the authors of both 
Sherwood (2020) and AR6 chapter 7.25

The case for a rather ‘low’ climate sensitivity (around 2°C) is now even stronger than it was 
around the time of the AR5 report. Lewis (2022) found that ECS estimates based on paleocli-
mate proxy data from three past periods, and on process understanding feedback estimates, all 
clustered around a value slightly over 2°C.The IPCC, instead of clearing up the smoke, drew up a 
new smoke curtain by claiming a so-called ‘pattern effect’ could explain the discrepancy between 
model and observationally based estimates for climate sensitivity, and by using an incorrectly-es-
timated CO2 doubling forcing value to convert feedback estimates into ECS estimates.

Ironically, by relying on a pattern effect, the IPCC had to claim that internal variability of the 
climate over the historical period ‘masks’ the much higher ‘real’ climate sensitivity. This is ironic 
because in the early days of the climate debate, when it was still unclear whether the climate was 
changing due to CO2 or due to natural factors, climate sceptics were accused of being misleading 
by claiming that the changes in the climate were mostly natural. Now, the IPCC itself, needs a ‘large 
effect’ from ‘internal variability’ to save their case for a high climate sensitivity estimate from 
historical period data.

25 See appendix C of this commentary: https://nicholaslewis.org/wp-content/uploads/2022/09/lewis_Objectively-combining-cli-
mate-sensitivity-evidence_2022-Clim-dyn-detailed-Summary.pdf
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AR6:  
More confidence that 
models are unreliable
ROSS MCKITRICK
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All climate models simulate amplified warming high up in the tropical 
troposphere. This area is therefore called the tropical “hot spot”. The 
tropical hot spot provides a unique test for the models as they are 
not tuned to match observations there. Observations by weather 
balloons and satellites don’t confirm the modelled hot spot. AR6 IPCC 
acknowledges there is a problem with the hot spot and therefore with 
the models. However, it does so in such veiled language that no one  
will notice.

T
he term “tropical hot spot” refers to the longstanding prediction from climate 
models that atmospheric warming in the tropics due to external forcing, including 
rising�greenhouse�gas�(GHG)�levels,�should�be�amplified�with�altitude�and�should�
reach a maximum for the global atmosphere in the tropical mid-troposphere. Figure 
1 shows the hot spot as generated by the Canadian climate model in a historical 
simulation of climate change over 1979-2017 in response to observed changes in 
external�climate�drivers,�including�GHG�emissions.�While�the�pattern�of�amplified�

warming aloft would arise in a model in response to any external positive forcing, the IPCC singles 
out GHGs as the only one that increased enough over the 20th and 21st centuries to have resulted 
in substantial atmospheric warming. The red coloration in the center of Figure 1 represents a 
hindcast of about 0.6 °C/decade of warming, while the model hindcasts around 0.2 to 0.3 °C/de-
cade at the surface. 

Figure 1: The tropical modeled “hot spot”. The model used to generate this figure is the Canadian climate model.  
Source: (Christy, 2019).1

Model-generated warming in both the tropical surface and tropospheric layers exceed observed 
trends�over�the�period.�This�can�be�seen�in�the�atmospheric�profile�shown�in�Figure�2,�which�is�
from the 2013 IPCC Fifth Assessment Report (IPCC, 2013) or “AR5.”2

1 Christy, j. (2019, june 18). Putting Climate Change Claims to the Test. Retrieved from global Warming Policy forum: https://www.thegwpf.
com/putting-climate-change-claims-to-the-test/

2 IPCC. (2013). In T. Stocker, d. Qin, g.-K. Plattner, m. Tignor, S. allen, j. boschung, . . . P. midgley, Climate Change 2013: The Physical Science 
Basis. Contribution of Working Group I to the Fifth Assessment Report of the Intergovernmental Panel on Climate Change. Cambridge: Cam-
bridge university Press. Retrieved from https://www.ipcc.ch/pdf/assessment-report/ar5/wg1/Wg1aR5_SPm_fINal.pdf” https://www.
ipcc.ch/pdf/assessment-report/ar5/wg1/Wg1aR5_SPm_fINal.pdf

https://www.ipcc.ch/pdf/assessment-report/ar5/wg1/WG1AR5_SPM_FINAL.pdf
https://www.ipcc.ch/pdf/assessment-report/ar5/wg1/WG1AR5_SPM_FINAL.pdf
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Figure 2: Temperature trends by altitude over 1979 to 2010: models compared to observations. Source: IPCC 2013 figure 10.Sm.1

The warming rates in three weather balloon-derived data sets (HadAT2, RAOBCORE and RICH) 
are shown.3 The range of results from models run without greenhouse gas forcing is shown in the 
blue shaded area. Model results under greenhouse gas forcing only are shown in green and model 
results combining all climate forcings are shown in red. The “hot spot” region of the tropical tro-
posphere is from around 300 hPa to 200 hPa (8-12 km altitude). 

Here the observed warming trends are uniformly below all model runs and, interestingly, coincide 
best with the “natural only” model runs. In other words, the model runs that best correspond to 
observations are those in which GHG forcing is omitted altogether. When GHG forcing is included 
the models exhibit too much warming from the surface up to nearly the top of the troposphere 
(14�km�or�150�hPa).�This�suggests�that�climate�models�are�significantly�overestimating�the�impact�
of GHGs on the climate system. 

Note:�this�figure�was�published�in�a�supplementary�document,�not�directly�in�the�IPCC�AR5�report�it-
self�and�was�therefore�seen�by�very�few�people.�A�similar�figure�is�found�in�AR6,�Chapter�3,�page�444.�
The�CMIP6�models�used�in�AR6�have�moved�farther�from�the�observations,�not�closer.�See�figure�3.

Is Warming Amplified Higher in the Atmosphere?

There are two aspects to the hot spot prediction that need to be distinguished: whether the 
observed historical trend rate of warming matches model simulations and whether the warming 
aloft�is�amplified�relative�to�the�surface.�At�various�points�in�the�debate�about�whether�the�hot�spot�
exists, some defenders of the models have argued that even if there is very little observed warm-
ing, the hot spot still exists in the sense that the warming aloft is greater than at the surface: there 
just happens to be very little surface warming. But there is good evidence that models exaggerate 
both�the�amplification�rate�and�the�resulting�mid-troposphere�warming�rate.�

3 HadaT2 is the Hadley Centre atmospheric Temperature weather reanalysis dataset RaObCORE is the Radiosonde Observation Correction 
using Reanalysis, a weather reanalysis dataset (Radanovics, 2010). RICH is the Radiosonde Innovation Composite Homogenization 
dataset, a weather balloon radiosonde dataset.
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Climate observations are discussed in AR6 Chapter 2 (which covers the changing state of the 
climate�system)�and�in�Chapter�3�(which�examines�the�human�influence�on�climate).�Chapter�2�
Section�2.3.1.2.2�briefly�surveys�evidence�showing�that�the�troposphere�has�warmed.�They�point�
out that evidence from weather balloons goes back to the late 1950s and demonstrates a warming 
trend. They do not mention the paper by McKitrick and Vogelsang (2014)4 that came out after 
AR5 which showed that the warming of the tropical troposphere from 1958 to 2012 was all attrib-
utable�to�a�single�step-change�in�the�late�1970s,�with�no�significant�trend�before�or�after.�The�IPCC�
reports with medium confidence that the tropical upper troposphere has warmed faster than the 
surface since 2001 but only low confidence for the interval prior to that. 

There is no discussion in AR6 of the work of Klotzbach et al. (2009)5 who showed that models proj-
ect�greater�amplification�with�altitude�than�is�observed.�That�paper�gave�rise�to�an�online�debate�
over�whether�the�amplification�rates�were�being�correctly�calculated,�and�whether�the�discrepancy�
between�models�and�observations�was�statistically�significant.�The�topic�involves�very�advanced�
statistical theory and was dealt with by two experts in time series analysis, Vogelsang and Nawaz 
(2017).6�They�found�that�Klotzbach’s�conclusions�were�valid,�and�that�observed�amplification�is�
significantly�smaller�than�the�model-projected�rates.�AR6�makes�no�mention�of�this�work.

Is the Stratosphere still Cooling?

However,�AR6�does�refer�to�evidence�that�stratospheric�cooling�(another�greenhouse�“fingerprint”�
the IPCC likes to highlight when it is observed) appears to have stopped. They note that the lower 
stratosphere has not cooled over the past 20 years (with one study even reporting slight warming) 
and that while the mid- and upper troposphere may have cooled over that interval there is low 
confidence�in�the�trend�magnitude.�

In Chapter 3 Section 3.3.1.2 the IPCC picks up on the question of whether the observed tropical 
tropospheric warming rate is lower than in the models. They say that the AR5 assessed that it was, 
but only with low confidence. Based on evidence published since then they have upgraded their 
assessment to medium confidence. One wonders how much more evidence they need to claim high 
confidence,�since�in�other�areas�they�jump�to�that�level�with�much�less�to�go�on.�

From AR6:

“Several studies since AR5 have continued to demonstrate an inconsistency between simulated 
and observed temperature trends in the tropical troposphere, with models simulating more 
warming than observations (Mitchell et al., 2013, 2020, Santer et al., 2017a, 2017b; McKitrick 
and Christy, 2018; Po-Chedley et al., 2 2021). … Over the 1979-2014 period, models are more 
consistent with observations in the lower troposphere, and least consistent in the upper tro-
posphere around 200 hPa, where biases exceed 0.1°C per decade. Several studies using CMIP6 
models suggest that differences in climate sensitivity may be an important factor contributing 
to the discrepancy between the simulated and observed tropospheric temperature trends 
(McKitrick�and�Christy,�2020;�Po-Chedley�et�al.,�2021),�though�it�is�difficult�to�deconvolve�the�
influence�of�climate�sensitivity,�changes�in�aerosol�forcing�and�internal�variability�in�contrib-
uting to tropospheric warming biases (Po-Chedley et al., 2021). Another study found that the 
absence of a hypothesized negative tropical cloud feedback could explain half of the upper  
troposphere warming bias in one model (Mauritsen and Stevens, 2015).” (AR6, Chapter 3,  
p 443)

4 mcKitrick, Ross R. and Timothy Vogelsang (2014) “HaC-Robust Trend Comparisons among Climate Series with Possible level Shifts” 
Environmetrics dOI: 10.1002/env.2294.

5 Klotzbach Pj, Pielke Sr Ra, Pielke jr Ra, Christy jR, mcNider RT. 2009. an alternative explanation for differential temperature trends at the 
surface and in the lower troposphere. Journal of Geophysical Research 114: d21102.

6 Vogelsang, Tj, Nawaz, N 2017 Estimation and inference of linear trend slope ratios with an application to global temperature data. j Time 
Series Analysis 38: 640-667 dOI: 10.1111/jtsa.12209
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Within this paragraph are some important admissions, although as is usual in IPCC work, they are 
minimized in the text. As pointed out in McKitrick and Christy (2018)7 – though not mentioned 
in the IPCC’s summary thereof – the tropical mid-troposphere is a uniquely important region 
for testing climate models. The modelers do not tune the models against observations there (as 
opposed to surface trends) so it is a genuine test of model performance. Also, all models make the 
same prediction, so it is a test that encompasses the overarching theoretical framework. And if the 
warming is present, it can only be explained by greenhouse gases since none of the IPCC’s natural 
forcing estimates could account for it (see Figure 2). So, the model-observational discrepancy in 
the tropical mid-troposphere points to some genuine errors in climate model structure. The IPCC 
hints at this by mentioning that “differences in climate sensitivity” may be the cause – in other 
words models have excessively high climate sensitivity to greenhouse gases. 

The�final�sentence�refers�to�the�absence�of�the�Lindzen�‘Iris�Effect’�–�by�which�atmospheric�warm-
ing reduces tropical cloud formation slightly and thus increases infrared radiation to space. When 
Mauritsen and Stevens (2015)8 included an iris effect in a model, about half of the discrepancy 
disappeared.

The IPCC text goes on to point out that “Mitchell et al. (2013) and Mitchell et al. (2020)9 found a 
smaller discrepancy in tropical tropospheric temperature trends in models forced with observed 
[Sea�Surface�Temperatures�or�SSTs].”�What�they�mean�by�this�is�that�perhaps�the�amplification�rate�
is ok, but the SST trend is too high, so if they constrain the models to have the correct SST trend 
it will get the mid-troposphere trend correct as well. There are several problems with this line of 
argument. First, it papers over the problem of excess warming in the mid-troposphere by asking 
the reader to ignore the problem of excess warming at the sea surface. But the excess warming 
is present there as well. Second it ignores the studies mentioned above that found evidence of 
significantly�exaggerated�amplification.�Third,�and�by�implication,�even�when�models�are�forced�
to reproduce observed SSTs they generate more warming aloft than observed. This is shown in 
Figure 3 which is taken from the AR6 Chapter 3 (p 444). The red symbols show temperature trend 
ranges from models that generate SST trends internally and the blue symbols show the tempera-

7 mcKitrick, Ross R and john Christy (2018) a Test of the Tropical 200-300mb Warming Rate in Climate models. Earth and Space Science doi: 
10.1029/2018Ea000401.

8 mauritsen, T. and b. Stevens, 2015: missing iris effect as a possible cause of muted hydrological change and high climate sensitivity in 
models. Nature Geoscience, 8(5), 346–351, doi:10.1038/ngeo241

9 mitchell, dann m., y. T. Eunice lo, William j. m. Seviour, leopold Haimberger, en lorenzo m. Polvani. ‘The vertical profile of recent tropical 
temperature trends: Persistent model biases in the context of internal variability’. Environmental Research Letters 15, nr. 10 (oktober 
2020): 1040b4. https://doi.org/10.1088/1748-9326/ab9af7.

Figure 3: The aR6 CmIP6 models, in red and blue compared to observations in black. The red whisker plots use modeled SSTs and the 
blue symbols use observed SSTs.
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ture trend ranges from models that are forced to match the observed SST trends. As shown even 
the latter group exceed the indicated observations for the period 1979-2014 in the critical region 
300 hPa to 150 hPa. (IPCC, 2021, pp. 444 ).

AR6/CMIP6 Models are too Warm Globally

In McKitrick and Christy (2020)10 we showed that not only do all models overstate warming in the 
tropical troposphere, but they now overstate it globally as well. 

Figure 4: models overshoot observed warming in the lower and mid-troposphere in the period 1979-2014, both in the tropics and 
globally. Source: mcKitrick (2020)11

We�examined�the�first�38�models�in�the�CMIP6�ensemble,�the�results�are�shown�in�Figure�4.�Here�
are�the�1979-2014�warming�trend�coefficients�(vertical�axis,�degrees�per�decade)�and�95%�error�
bars comparing models (red) to observations (blue). LT=lower troposphere, MT=mid-tropo-
sphere. Every model overshoots the observed trend (horizontal dashed blue line) in every sample.

This is to be expected if, as we argued in our 2018 paper, there is a problem with a critical core 
mechanism in the models. The problem is not simply natural variability or a transient tempera-
ture overshoot. 

Most�of�the�differences�are�significant�at�<5%,�and�the�model�mean�(thick�red)�versus�observed�
mean�difference�is�very�significant,�meaning�it’s�not�just�noise�or�randomness.�The�models�as�a�
group warm too much throughout the global atmosphere, even over an interval where modelers 
can observe both forcings and temperatures.

We found that models with higher Equilibrium Climate Sensitivity (>3.4K) warm faster (not surpris-
ingly), but even the low-ECS group (<3.4K) exhibits warming bias. In the low group the mean ECS is 
2.7K, the combined LT/MT model warming trend average is 0.21K/decade and the observed counter-
part�is�0.15K/decade.�This�figure�(green�circle�added;�see�below)�shows�a�more�detailed�comparison.

10  mcKitrick, Ross and john Christy (2020) Pervasive Warm bias in CmIP6 Tropospheric layers. Earth and Space Science Vol 7(9) September 
2020.

11  mcKitrick, Ross and john Christy (2020) Pervasive Warm bias in CmIP6 Tropospheric layers. Earth and Space Science Vol 7(9) September 
2020.

Trends and 95% CI’s for individual models (red dots and thin bars), CMIP6 mean (red dot and thick bar),
and observational series (blue). Horizontal dashed line shows mean satellite trend.
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Figure 5: even models with a ‘low’ climate sensitivity (blue) overestimate the observed warming in the lower and mid-troposphere. 
Source: mcKitrick (2020)

The�horizontal�axis�in�figure�5�shows�the�model�warming�trend�and�the�vertical�axis�shows�the�
corresponding model ECS. The red squares are in the high ECS group and the blue circles are in 
the low ECS group. Filled shapes are from the LT layer and open shapes are from the MT layer. The 
crosses indicate the means of the four groups and the lines connect LT (solid) and MT (dashed) 
layers. The arrows point to the mean observed MT (open arrow, 0.09C/decade) and LT (closed 
arrow, 0.15 C/decade) trends.

While the models in the blue cluster (low ECS) do a better job, they still have warming rates in ex-
cess of observations. If we were to picture a third cluster of models with mean global tropospheric 
warming rates overlapping observations it would have to be positioned roughly in the area I’ve 
outlined in green. The associated ECS would be between 1.0 and 2.0K.

Conclusions

The�AR6�discussion�has�raised�its�confidence�that�models�overstate�tropical�tropospheric�warming�
from low to medium.�For�everything�else,�confidence�that�models�give�reliable�forecasts�should�
therefore move in the opposite direction. 

I�get�it�that�modeling�the�climate�is�incredibly�difficult,�and�no�one�faults�the�scientific�community�
for�finding�it�a�tough�problem�to�solve.�But�we�are�all�living�with�the�consequences�of�climate�mod-
elers stubbornly using generation after generation of models that exhibit too much surface and 
tropospheric warming, in addition to running grossly exaggerated forcing scenarios (e.g. RCP8.5). 
Back�in�2005�in�the�first�report�of�the�then-new�US�Climate�Change�Science�Program,�Karl�et�al.�
pointed to the exaggerated warming in the tropical troposphere as a “potentially serious inconsis-
tency.”�But�rather�than�fixing�it�since�then,�modelers�have�made�it�worse.�

If the discrepancies in the troposphere were evenly split across models between excess warming 
and cooling we could chalk it up to noise and uncertainty. But that is not the case: it’s all excess 
warming. CMIP5 models warmed too much over the sea surface and too much in the tropical 
troposphere. Now the CMIP6 models warm too much throughout the global lower- and mid-tro-
posphere.�That’s�bias,�not�uncertainty,�and�until�the�modeling�community�finds�a�way�to�fix�it,�the�
economics�and�policy�making�communities�are�justified�in�assuming�future�warming�projections�
are overstated, potentially by a great deal depending on the model.

Model ECS values plotted against model warming trends. Red squares = high ECS group,
blue circles = low-ECS group. Open shape = MT trend, closed shape = LT trend.
Inverted triangles = mean observed LT trend (solid), mean observed MT trend (open).
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The biggest news in the AR6 report is arguably that high-end scenarios 
like SSP5-8.5 and SSP3-7.0 are now believed to have low likelihood.  
That is extremely good news as it means that higher rates of warming  
in 2100 are thus viewed to be less likely than they were only a few  
years ago. Unfortunately, this news is deeply hidden in the report 
and few policy makers will see it. Worse, large parts of the report still 
emphasize these high-end scenarios. How did this happen?

I
PCC reports are meant to be “policy relevant” and “policy neutral”.1 Policy makers deal—by 
definition—with�an�uncertain�future.�No�one�can�predict�with�any�certainty�what�the�climate�
is going to do 50 or 100 years from now. However, climate scientists have tools to explore 
what the climate might look like in the future. These tools are called scenarios and since the 
first�IPCC�report�in�1990�scenarios�have�played�an�important�role�in�climate�policy.

In�AR6�we�find�a�table�and�a�figure�showing�how�global�temperatures�might�develop�under�
the�five�scenarios�that�were�selected�for�the�report.�Here�is�figure�SPM.8:

Figure 1: global surface temperature change relative to 1850-1900 based on different scenarios. Very likely ranges are shown for 
SSP1-2.6 and SSP3-7.0. Source: aR6 figure SPm.8a. 

Here we see that the two higher scenarios SSP3-7.0 and SSP5-8.5 reach 4 to 5°C of warming in 
2100. That’s quite dramatic. Remember, the IPCC estimates that the world warmed around 1°C 
since 1850, in a period of 170 years. These scenarios suggest we will get another 3 to 4°C of 
warming in just the next 80 years. This is a nightmare scenario for those who take the Paris agree-
ment that we should stay below 2°C, or preferably below 1.5°C, seriously.

Therefore, a really important question for policy makers is: how plausible are each of the scenar-
ios that underlie the projections of future climate? Well, this might be a big surprise for you, but 
the IPCC doesn’t address this highly policy relevant question. In chapter 1 (page 238) it says: “In 
general, no likelihood is attached to the scenarios assessed in this Report.”

This is quite an admission and one that actually should have been put in the Summary for Policy 
Makers with a big disclaimer such as: “Note, this report makes extensive use of scenarios. Howev-
er, the likelihood of these scenarios itself hasn’t been assessed!”

It becomes even stranger though. In the next paragraph on the same page there is this claim: 
“However, the likelihood of high emission scenarios such as RCP8.5 or SSP5-8.5 is considered low 

1 “IPCC reports are neutral, policy-relevant but not policy-prescriptive.” Source: www.ipcc.ch
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in light of recent developments in the energy sector (Hausfather and Peters, 2020a2, 2020b3).” The 
IPCC has just said the likelihood of its scenarios is not assessed in the report and now it says the 
likelihood of RCP8.5 and SSP5-8.5 is “low”. These statements are contradictory. How can you not 
assess the likelihood of the scenarios and then conclude that at least one scenario is low likeli-
hood?

As we will see in this chapter the “low likelihood” of the IPCC extreme scenarios is quite an under-
statement. The RCP8.5 and the closely related SSP5-8.5 scenarios are – to use terminology of the 
IPCC itself – extremely implausible and it is more than correct for the IPCC to point this out. Again, 
this should have been pointed out prominently in the Summary for Policy Makers (SPM) with a 
disclaimer such as: “Note, the likelihood of the high emission scenarios RCP8.5 and SSP5-8.5 is 
regarded as low.” However, no such disclaimers were shown in the SPM and most of the policy 
makers who took the effort to read the SPM will not know the highest scenario has a “low likeli-
hood” of coming true.

Baseline Scenario

Let’s take a step back and describe what scenarios are and see how the IPCC used them in the 
past. The process starts with generating ideas about socioeconomic developments: future popu-
lation growth, economic growth, technological changes, land use changes. Scientists use so-called 
Integrated Assessment Models (IAMs) to integrate all these inputs and assumptions. These models 
can then be used to project greenhouse gas emissions over the course of the century. The output 
of these models are used by the climate modelling community to project climate changes.

In�its�first�report�in�1990�the�IPCC�used�scenarios�in�the�same�way�as�Shell�and�other�energy�com-
panies use them. In general, you will have a business-as-usual, or baseline, or reference scenario. 
That scenario is supposed to show what is likely to happen without climate policies. The other 
scenarios will have some assumed greenhouse gas emissions reduction. The difference between 
the baseline and policy scenarios will give an impression of the potential effect of policy changes 
on global temperature.

In 2000 it was time for the IPCC to update its scenarios. After long discussions it was decided that 
the new scenarios would be presented without any consideration of their likelihood. This is a 
spectacular change as it means that each scenario is presented as likely (or unlikely) as the other 
scenarios. There was no longer a baseline scenario. The advantage was scientists don’t have to go 
through�the�difficult�process�of�determining�how�likely�the�scenarios�are.�The�disadvantage�though�
is that policy makers who are against strict climate regulations could use lower scenarios to claim 
things are not so bad and conclude no severe policies are necessary. Environmental NGOs were 
afraid this attitude would hamper active climate action. 

So, in 2005 the process of making new scenarios started all over again. In hindsight this turned 
out to be a crucial moment. Scenario makers generally need a lot of time to generate new socio-
economic scenarios. However, the climate model community was very impatient and wanted to 
have the new scenarios as soon as possible. It decided, based on the extensive literature, that four 
so-called Representative Concentrations Pathways (RCPs) would be selected: one high scenario, 
one low and two in the middle. Two were put in the middle to prevent people from thinking the 
middle one was the most likely. These RCPs provide the greenhouse gas concentrations from 2005 
until 2100. The climate model community could simply start using these new scenarios which 
were supposed to be ‘representative’ for different “families” of societal and energy system as-
sumptions, and therefore used to project a small set of different climate futures. 

2 Z. Hausfather, g.P. Peters, Emissions – the ‘business as usual’ story is misleading, Nature 577 (7792) (2020) 618–620.
3 Hausfather, Z. and g.P. Peters, 2020b: RCP8.5 is a problematic scenario for near-term emissions. Proceedings of the National academy of 

Sciences, 117(45), 27791–27792, doi:10.1073/pnas.2017124117
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Meanwhile in parallel the scenario community would start working on the so-called Shared Socio-
economic Pathways (SSP), i.e., how could the global population and economy develop to reach the 
levels of radiative forcing in the four RCPs? However, this process took ten years. So, in 2013, when 
the�fifth�IPCC�report�(AR5)�came�out,�the�four�RCPs�were�used�without�knowing�what�the�fictitious�
worlds behind the RCP’s would look like, or if they were even plausible futures. Nevertheless, the 
IPCC decided to use the highest of its four scenarios, RCP8.5, as the reference or business-as-usual 
scenario. As it turned out, this was misleading and unfortunately this error continues today.

Figure 2: annual greenhouse gas emissions in the recent past and projected for the future based on the four RCP scenarios. Note 
how in the top right RCP8.5 was called the baseline range. Source: Wg3, aR5, p. 52. 

RCP8.5 would quickly become the favourite scenario of the climate model community because it 
generates such a clear signal-to-noise ratio compared to the background of natural climate vari-
ability. In plain English: climate models produce spectacular (or if you like dramatic) results if you 
feed them with the RCP8.5 scenario. The 8.5 by the way doesn’t refer to temperature4, but to the 
amount of climate forcing in 2100, i.e., 8.5 W/m2. This is a huge amount of forcing5, AR6 estimates 
the total increase in forcing since preindustrial to be 2.72 W/m2. This increase took place over the 
period 1750 to 2020. 

It all sounds rather technical, so why should ordinary citizens be bothered with this? Well, hardly 
a�day�or�week�passes�without�a�new�scientific�paper�based�on�RCP8.5�reaching�you�through�the�
media. Such papers often have a message of doom and gloom. If you read in your newspaper that 
something terrible is going to happen with the climate in 2100, it is a pretty safe bet that the un-
derlying research is based on the implausible RCP8.5.

A famous example is how the 2018 National Climate Assessment (NCA) in the US was communi-
cated to its citizens. Here is the CNN headline: “Climate change will shrink US economy and kill 
thousands, government report warns.”6 The article said: “A new US government report delivers 
a dire warning about climate change and its devastating impacts, saying the economy could lose 
hundreds of billions of dollars – or, in the worst-case scenario, more than 10% of its GDP – by 
the end of the century.” At least RCP8.5 is presented as a worst-case scenario—which it was not, 

4 Sometimes people incorrectly think the 8.5 means 8.5°C of warming in 2100.
5 doubling the CO2  -concentration gives a theoretical forcing of around 3.7 W/m2. So 8.5 W/m2 is the equivalent of more than two dou-

blings of the CO2-concentration in the atmosphere. Since preindustrial the CO2-concentration in the atmosphere has increased from 280 
ppm to 415 ppm.

6 https://edition.cnn.com/2018/11/23/health/climate-change-report-bn/index.html
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as a worst case scenario also must be plausible—but in this case it was even worse: for the 10% 
estimate they used is an extreme upper limit of the already extreme RCP8.5 scenario. In that case 
Earth would warm a whopping 8°C in 2100. But even for RCP8.5 warming of 8°C is extreme. Nor-
mal warming rates for RCP8.5 are 4 or 5°C. 

Figure 3: uS gdP loss at the end of the century related to global warming rates.7,8

The NCA is being disingenuous, the underlying study they used only showed GDP losses of 3 to 4% 
(see�figure�3).�

In The Netherlands something similar happened after the publication of AR6. The Dutch KNMI 
published a report (in Dutch9) in which it showed some relevant conclusions from AR6 for Dutch 
policy makers. The relevant headline at the national public news broadcaster NOS read: “KNMI ad-
justs expected sea level rise upward”.10 It combined SSP5-8.5 with a very uncertain ice cap insta-
bility scenario to claim sea levels along the Dutch coast could rise by 1.2 meters in 2100 or even 
2 meters. It was 18 centimetres in the past century with no sign of acceleration. Again, few news 
consumers (including Dutch policy makers) will realise what kind of assumptions are behind such 
grotesque predictions.

How Plausible are the Extreme Scenarios?

So how extreme is RCP8.5 and its more recent version SSP5-8.5? Well, just to give you an idea, to 
get there the world would need to start using six times more coal per capita than we use now. Or 
to translate it into coal power stations: currently there are around 6000 coal power stations in the 
world. RCP8.5 (and SSP5-8.5) implies humanity will add another 33,000 between now and 2100. 
What about the next scenario SSP3-7.0? That still implies the building of 17,000 new coal power 
plants. Again, highly implausible.

Countries like China and India are still building coal power stations, but western countries are 
closing them and replacing them with natural gas-powered stations. Globally coal consumption 
seems to be at a plateau for a decade or so. 

7 Hsiang S, Kopp R, jina a, Rising j, delgado m, mohan S, Rasmussen dj, muir-Wood R, Wilson P, Oppenheimer m, larsen K, Houser T. Es-
timating economic damage from climate change in the united States. Science. 2017 jun 30;356(6345):1362-1369. doi: 10.1126/science.
aal4369. PmId: 28663496.

8 https://fabiusmaximus.com/2018/11/29/scary-but-fake-news-about-the-national-climate-assessment/
9 https://cdn.knmi.nl/knmi/asc/klimaatsignaal21/KNmI_Klimaatsignaal21.pdf
10 KNmI adjusts expected sea level rise upwards
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RCP-scenarios start in the year 2005 so there are now 15 years of real-world data to evaluate 
them. Such an evaluation is clearly something you might expect from the IPCC. After all it is highly 
policy relevant how their scenarios track with reality in order to know where we are going. How-
ever, apart from a short sentence about the likelihood, the IPCC said very little about the plausibil-
ity of its scenarios. It only referred to Hausfather and Peters 2020a and 2020b. These are indeed 
relevant pieces. One is a comment in Nature, the other is a reply to another paper in PNAS. They 
are not original peer reviewed works.

Several peer reviewed papers are available in the literature that deal with this issue. However, 
these papers were all ignored by the IPCC. A good starting point for this discussion is the 2017 
paper “Why do climate change scenarios return to coal?” by Justin Ritchie.11 The paper was very 
clear about RCP8.5 being an unlikely scenario because it assumes a return to coal. It said: “This 
paper argues SSP5-RCP8.5 is an exceptionally unlikely endpoint of future CO2 forcing because it is 
biased by a return-to-coal hypothesis that distorts the future energy scenarios produced by IAMs 
[Integrated Assessment Models].” And elsewhere: “These four lines of evidence (i-iv) collectively 
indicate that RCP8.5 no longer offers a trajectory of 21st-century climate change with physically 
relevant�information�for�continued�emphasis�in�scientific�studies�or�policy�assessments.”
This�is�a�spicy�remark,�of�course.�Ritchie�and�his�colleague�specifically�said�RCP8.5�should�no�
longer be used in policy assessments. That is, in IPCC reports. However, not only did IPCC ignore 
this paper, it also ignored the advice. Roger Pielke Jr, a well-known climate and policy scientist, in 
peer-reviewed papers, and summarized in his blog, documented how often RCP8.5 and SSP5-8.5 
were mentioned in the AR6 report. The result is shown in the table below:

Figure 4: mentions of different scenarios in the aR6 report. Source: Roger Pielke jr.

As you can see, of all the available scenarios, RCP8.5 and SSP5-8.5 are mentioned most. If you add 
the still extreme SSP3-7.0 scenario to it, then they are more than half of all scenario references in 
the report. Just to give some examples from the report: 
• Under RCP2.6 and RCP8.5, respectively, glaciers are projected to lose 18% ± 13% and 36% 

±�20%�of�their�current�mass�over�the�21st�century�(medium�confidence).�(77)
• Under RCP8.5/SSP5-8.5, it is likely that most land areas will experience further warming of at 

least 4°C compared to a 1995–2014 baseline by the end of the 21st century, and in some areas 
significantly�more.�(132)

• According to the SROCC, sea level rise in an extended RCP2.6 scenario would be limited to 
around�1�m�in�2300�(low�confidence)�while�multi-metre�sea-level�rise�is�projected�under�
RCP8.5�by�then�(medium�confidence).�(188)

The reader gets the idea. All the scary messages from the report are based on RCP8.5 and SSP5-
8.5. However, there is solid real-world evidence now, published in the peer reviewed literature 
that this scenario is not plausible. It is low likelihood according to IPCC, based on the implausible 
assumption of the explosive use of coal. It’s a scenario that you simply should not use to inform 
policy makers. However, in AR6 it’s the scenario that is used more than any other. How is this pos-
sible? Well, in a way it’s quite understandable. IPCC is supposed to review all the available litera-
ture that was published in the period leading to the publication of the report.12 Bloomberg news 

11 j. Ritchie, H. dowlatabadi, Why do climate change scenarios return to coal? Energy 140 (2017) 1276–1291.
12 The deadline for literature for aR6 was 31 january 2021.
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did�a�google�scholar�search�for�the�use�of�different�scenarios�in�the�literature.�The�figure�below�
summarizes their results:

Figure 5: mentions in the literature of the different RCP scenarios. 

RCP8.5 is not only the favourite scenario in AR6 but also in the literature. In this sense IPCC is sim-
ply doing its job, assessing and reviewing the literature. However, it’s still highly problematic since 
RCP8.5 is such an unrealistic scenario.

Scenario Reality Check

Another paper that was ‘missed’ by the IPCC was the 2020 paper “IPCC Baseline Scenarios 
Over-project CO2 Emissions and Economic Growth” by amongst others Matthew Burgess, Justin 
Ritchie and Roger Pielke Jr. 13 Title sounds pretty relevant for an IPCC assessment, doesn’t it? 
It�showed�this�figure:

Figure 6: Past and future CO2 emissions as projected by SSP3-7.0, RCP8.5 and SSP5-8.5 scenarios used by the IPCC. The coloured 
dots refer to several energy outlook scenarios of the International Energy agency, the uS Energy Information administration, bP and 
Exxonmobil. 

13 matthew g. burgess, justin Ritchie, john Shapland, and Roger Pielke, jr. IPCC baseline Scenarios Over-project CO2 Emissions and Eco-
nomic growth. Environ. Res. lett., 25 November, (2020), https://doi.org/10.1088/1748-9326/abcdd2.
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The real-world emissions follow the lower boundary of the grey area closely and move farther 
and farther away from the SSP3-7.0, RCP8.5, and SSP5-8.5 scenarios. Notice the huge range for the 
extreme�IPCC�climate�policy�scenarios.�According�to�the�five�SSP’s,�without�climate�policies,�emis-
sions in 2045 can be slightly higher than they were in 2020 (the lower bound baseline) or much 
higher. The upper bound is around 80 gigatonnes of CO2/year in 2045. The SSP3-7.0, RCP8.5 and 
SSP5-8.5 scenarios all imply huge increases in CO2 emissions between now and 2045. Increases 
that are not expected by the International Energy Agency, the US Energy Information Administra-
tion, BP, or ExxonMobil. 

The Hausfather and Peters comment in Nature�had�a�somewhat�similar�figure,�combining�emis-
sions with expected temperature:

Figure 7: different scenarios and their potential relation with global temperature. Source Hausfather and Peters 2020.

The�Hausfather�and�Peters’�figure�makes�it�clear�that�SSP5-8.5�is�“very�unlikely�and�often�wrongly�
used as business as usual”. SSP3-7.0 is “unlikely” as it requires a reversal of current policies, i.e., 
policies that are already in place independent of climate pledges.

It�would�have�been�helpful�if�a�figure�like�this�would�have�made�it�into�the�AR6�report.�How�else�
would policy makers have noticed this? There is no disclaimer or warning in the Summary for 
Policy Makers (SPM). There is only a short sentence in Chapter 1 stating that RCP8.5 and SSP5-8.5 
have “low likelihood”. 

How could this have happened? How is it possible that such an extreme scenario became so 
dominant in the literature and in both the AR5 and AR6 report? The discussion about that has 
only recently started. A long essay with the revealing title “How Climate Scenarios Lost Touch with 
Reality” was published in the summer of 2021 by Justin Ritchie and Roger Pielke Jr, after the dead-
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POSSIBLE FUTURES
The Intergovernmental Panel on Climate Change (IPCC) uses scenarios called pathways to explore 
possible changes in future energy use, greenhouse-gas emissions and temperature. These depend 
on which policies are enacted, where and when. In the upcoming IPCC Sixth Assessment Report, 
the new pathways (SSPs) must not be misused as previous pathways (RCPs) were. Business-as-
usual emissions are unlikely to result in the worst-case scenario. More-plausible trajectories make 
better baselines for the huge policy push needed to keep global temperature rise below 1.5 °C. 
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line for AR6.14 It starts as follows: “A failure of self-correction in science has compromised climate 
science’s ability to provide plausible views of our collective future.”
One of the most striking sentences in the essay is this one: 

“The continuing misuse of scenarios in climate research has become pervasive and consequen-
tial—so much so that we view it as one of the most significant failures of scientific integrity in the 
twenty-first century thus far. We need a course correction.”

This is a harsh conclusion. They talk about the “misuse of scenarios” and blame the climate sci-
ence community for not yet correcting an error that has slipped into the literature. Therefore, they 
call�it�a�“failure�of�scientific�integrity”.�In�a�much�longer�peer�reviewed�paper�Pielke�and�Ritchie�
dive even deeper into this issue.15�This�paper�was�available�in�2020�although�not�yet�officially�pub-
lished. Elsewhere in the report and in drafts the IPCC is not hesitant to use drafts of papers. But 
in this case they were not eager to fully discuss this issue in the report. The IPCC doesn’t seem to 
be a big fan of the work of Roger Pielke Jr. Although Pielke Jr. has published authoritatively about 
scenarios, weather extremes, and about normalized damages due to disasters, AR6 only cited one 
of his papers, a rather old one from 2008. His more recent work is ignored. A recent report by the 
Global Warming Policy Foundation titled “The Hounding of Roger Pielke Jr” tries to explain where 
this attitude comes from.16 In short: it has to do with politics.17 

Several prominent climate scientists reacted to the essay by Pielke and Ritchie.18 Chris Field (who 
has a long involvement with the IPCC) and Marcia McNutt (President of the National Academy of 
Sciences) rejected the criticism by Pielke and Ritchie. They wrote: “In particular, the high-emis-
sions RCP8.5 scenario has long been described as a “business-as-usual” pathway with a continued 
emphasis on energy from fossil fuels with no climate policies in place. This remains 100% accu-
rate, even if RCP8.5 does not appear to be the most likely high-emissions pathway.” 

They do admit that RCP8.5 is not the most likely pathway, but they still think it is right to call it a 
business-as-usual scenario. 

Kate Marvel in her reply said: “I agree with Roger Pielke Jr. and Justin Ritchie’s statement that we 
shouldn’t call the high-emissions RCP8.5 scenario “business as usual,” and they are right to call 
for the climate community to end this sloppy wording.” However, she disagrees it is a matter of 
scientific�integrity�and�emphasizes�that�AR6�doesn’t�call�it�that.�“Neither�the�most�recent�Intergov-
ernmental Panel of Climate Change report nor the National Climate Assessment claims RCP8.5 is 
“business as usual,” but even an unrealistic scenario can yield interesting science if used appropri-
ately.”

Pielke and Ritch in their long peer reviewed article “Distorting the view of our climate future: The 
misuse and abuse of climate pathways and scenarios” show that scenarios such as RCP8.5 have 
become so endemic in the literature that it is hard to get rid of them. They agree with Marvel that 
there can be reasons of academic interest to study such ‘extreme’ scenarios, i.e., to study how the 
climate could react to such extreme increases in greenhouse gas concentrations. However, such 
studies�should�not�be�highlighted�in�scientific�assessments�as�if�they�are�plausible�pictures�of�the�
future that are relevant for policy makers.

14 jr., Roger Pielke, and justin Ritchie. “How Climate Scenarios lost Touch With Reality.” Issues in Science and Technology 37, no. 4 (Summer 
2021): 74–83 . https://issues.org/climate-change-scenarios-lost-touch-reality-pielke-ritchie/

15 Roger Pielke jr. and justin Ritchie, “distorting the view of our climate future: The misuse and abuse of climate pathways and scenarios,” 
Energy Research & Social Science 72 (2021): 101890.

16 https://www.thegwpf.org/content/uploads/2021/11/laframboise-Pielke.pdf
17 more about this in chapter 12 about disasters.
18 https://issues.org/climate-scenarios-reality-pielke-jr-ritchie-forum/
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Most realistic scenario

At least climate scientists are beginning to openly acknowledge that RCP8.5 is not a realistic sce-
nario. This raises the question, if RCP8.5 is not realistic which scenario is? Hausfather and Peters 
in their Nature�comment�(see�figure�7)�indicate�that�the�weak�to�modest�mitigation�scenarios�
(SSP4-6.0 and RCP2-4.5) are currently in the likely range. This leads to warming of about 2.7°C in 
2100, a number that is now frequently published as well.19

With a long and woolly sentence AR6 seems to agree with Hausfather and Peters: 

“Studies that consider possible future emission trends in the absence of additional climate pol-
icies, such as the recent IEA 2020 World Energy Outlook ‘stated policy’ scenario (International 
Energy Agency, 2020), project approximately constant fossil and industrial CO2 emissions out to 
2070, approximately in line with the medium RCP4.5, RCP6.0 and SSP2-4.5 scenarios (Hausfather 
and Peters, 2020b) and the 2030 global emission levels that are pledged as part of the Nationally 
Determined Contributions (NDCs) under the Paris Agreement (Section 1.2.2; (Fawcett et al., 2015; 
Rogelj et al., 2016; UNFCCC, 2016; IPCC, 2018).”20

Pielke, Ritchie and their colleague Matthew Burgess also looked into this issue: which of the 
scenarios is most likely and what would that imply for global temperatures?21 In their paper they 
conclude�that�another�SSP�scenario,�SSP3.4,�fits�best�with�the�observed�emissions.�Note,�this�sug-
gests that the world is on track for an even lower global forcing in 2100 than the SSP2-4.5 or the 
SSP4-6.0 that were used in the AR6 report. This SSP3.4 scenario isn’t even mentioned in the AR6 
report.

The median warming connected to this SSP3.4 scenario is 2.2°C of warming in 2100, close to the 
target of the Paris agreement. So according to them this would be the most likely warming in 
2100. Again, this is very good news. Again and again we hear messages about the coming climate 
apocalypse�in�the�media.�We�hear�complaints�that�the�world�isn’t�doing�enough�to�fight�climate�
change. However, in reality, while emissions are still high, the world has moved away from the 
higher emissions doom and gloom world into a more moderate middle of the road scenario, where 
things don’t look so bleak.

The IPCC had all the data and the literature available and should have highlighted this good news. 
However, for whatever reason, they didn’t They make extensive use of a scenario that is complete-
ly out of touch with reality and highlight its results all over the report. No disclaimer was included 
in the Summary for Policy Makers warning policy makers of the situation. And week after week 
new publications appear using this extreme scenario to create screaming news headlines.

How�to�fix�this�unfortunate�situation�is�not�clear�at�the�moment.�If�prominent�leaders�keep�using�
this scenario and funding agencies keep funding research based on it, the use of this exaggerated 
scenario will continue for many years to come. Tighten your seatbelts.

19 “Earth will warm 2.7 degrees Celsius based on current pledges to cut emissions”, https://www.sciencenews.org/article/climate-earth-
warming-emissions-gap-pledges

20 aR6, p. 239
21 Pielke, R., jr, burgess, m. g., & Ritchie, j. (2021, march 23). most plausible 2005-2040 emissions scenarios project less than 2.5 degrees C 

of warming by 2100. https://doi.org/10.31235/osf.io/m4fdu
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level jump in 2020
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The IPCC launched a sea level projection tool which the public can use 
to ‘make’ different sea level scenarios for tide gauge stations around the 
world. Ole Humlum applied the tool to four Scandinavian capitals and 
shows the surprising results.

Global, regional, and local sea levels always change. During the last glacial maximum about 
20-25,000 years ago, global sea level was around 120 m below the modern sea level. Since the end 
of the Little Ice Age about 150 years ago, the global sea level has on average increased 1-2 mm/yr, 
according to tide gauges located at coasts. Observed data from sea level gauges worldwide can be 
accessed from the PSMSL Data Explorer.1

The�issue�of�sea-level�change,�and�in�particular�the�identification�of�a�hypothetical�human�contribu-
tion�to�that�change,�is�a�complex�topic.�Given�the�scientific�and�political�controversy�that�surrounds�
the�matter,�people’s�high�interest�in�this�is�entirely�understandable.�Nobody�wants�to�be�flooded.

Global (or eustatic) sea-level change is measured relative to an idealised reference level, the geoid, 
which is a mathematical model of the shape of the earth’s surface and indicating a surface of equal 
gravity acceleration. The ocean surface will always try to adjust to this surface.

Sea-level is a function of the volume of the ocean basins and the volume of water that they contain, 
and global changes are brought about by three main mechanisms: 
• changes in ocean basin volume caused by tectonic forces 
• changes in seawater density caused by variations in ocean temperature and salinity 
• changes in the volume of water caused by the reduction or growth of ice sheets, ice caps and 

smaller glaciers 

Ocean�basin�volume�changes�occur�too�slowly�to�be�significant�over�human�lifetimes�and�it�is�
therefore the other two mechanisms that drive contemporary concerns about sea-level rise. It is 
these mechanisms that IPCC are primarily concerned with in their modelling and discussion of 
this issue. 

Higher temperature in itself is only a minor factor contributing to global sea-level rise, because 
seawater�has�a�relatively�small�coefficient�of�expansion�and�because,�over�the�timescales�of�inter-
est,�any�warming�is�largely�confined�to�the�upper�few�hundred�metres�of�the�ocean�surface.

The�growth�or�decay�of�floating�glaciers�have�no�influence�on�sea�level.�However,�the�melting�of�
land-based ice – including both mountain glaciers and the ice sheets of Greenland and Antarctica 
–�is�a�more�significant�driver�of�global�sea-level�rise.�For�example,�during�the�glacial–interglacial�
climatic cycling over the last half-million years, glacial sea-levels were about 120 m lower than the 
modern shoreline. Moreover, during the most recent interglacial, about 120,000 years ago, global 
temperature�was�higher�than�today,�and�significant�extra�parts�of�the�Greenland�ice�sheet�melted.�
As a consequence, global sea-level was several metres higher than today.

On a regional and local scale, however, factors relating to changes in air pressure, wind and geoid 
must also be considered. As an example, changes in the volume of the Greenlandic Ice Sheet will 
affect the geoid in the regions adjacent to Greenland. According to the climate models considered 
by�IPCC,�the�Greenland�Ice�Sheet�is�expected�to�experience�a�significant�loss�of�mass�in�the�coming�
100 years, caused by a modelled warming climate. In this case the overall mass in Greenland will 
diminish, the geoid surface will be displaced in direction of the planets centre, and sea level in 
the regions surrounding Greenland will drop. This will happen even though the overall volume of 
water in the global oceans will increase corresponding to the net loss of glacier ice. 

1  Observed data; PSmSl data Explorer. https://www.psmsl.org/data/obtaining/map.html

https://www.psmsl.org/data/obtaining/map.html
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In northern Europe another factor must also be considered when estimating the future sea level. 
Norway, Sweden, Finland, and Denmark were totally or partly covered by the European Ice Sheet 
20-25,000 years ago. Even today the effect of this ice load is clearly demonstrated by the fact that 
most of this region experiences an ongoing isostatic land rise of several millimetres per year. At 
many sites this more than compensates for the slow global sea level rise, so a net sea level drop in 
relation to land is recorded. 

The relative movement of sea level in relation to land is what matters for coastal planning and is 
termed the relative sea level change. This is what is recorded by tide gauges. 

AR6 Sea Level Projection Tool

The most recent publication of the IPCC’s work, the 6th Assessment Report from Working Group I, 
was released on August 9th, 2021. Modelled data for global and regional sea level projections 
2020-2150 are available from the IPCC AR6 Sea Level Projection Tool.2 The IPCC data considers 
the modelled future development of several factors, such as glacier mass change, vertical land 
movement, water temperature and -storage. Modelled sea level projections for different SSP 
�scenarios�are�calculated�relative�to�a�baseline�defined�by�observations�1995-2014.

It is instructive to compare the modelled data with observed sea level data, as illustrated below  
for the capitals of Norway, Sweden, Finland, and Denmark.

Site 1: Oslo, Norway

2  modelled data; IPCC aR6 Sea level Projection Tool: https://sealevel.nasa.gov/data_tools/17

https://sealevel.nasa.gov/data_tools/17
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Observed sea level at Oslo, Norway, February 1914 – December 2019 (blue dots and purple line). 
If the observed change rate continues (based on more than 100 years of observations), the relative 
sea level at Oslo (in relation to land) will have dropped by about 28 cm by year 2100, compared 
to now. In the diagram the blue line indicates the modelled sea level change 2020-2100 for Oslo, 
using the moderate SSP2-4.5 scenario. According to IPCC relative sea level (in relation to land) 
at Oslo will have increased about 17 cm by year 2100, returning to the Relative Sea Level seen at 
Oslo in 1945. Sea level increase is predicted to begin rather suddenly around 2020 at Oslo, in con-
trast to the previous sea level decrease of about -3.44 mm/yr recorded since 1914.

Site 2: Stockholm, Sweden

Observed relative sea level at Stockholm, Sweden, January 1889 – December 2020 (blue dots and 
purple line). If the observed change rate continues, the relative sea level at Stockholm (in rela-
tion to land) will have dropped about 30 cm by year 2100, compared to now. In the diagram the 
blue line indicates the modelled sea level change 2020-2100 for Stockholm, using the moderate 
SSP2-4.5 scenario. According to IPCC, the relative sea level (in relation to land) at Stockholm will 
have increased about 12 cm by year 2100, compared to now. A marked change from relative sea 
level decrease to -increase is predicted to begin around 2020, in contrast to the steady sea level 
decrease (about -3.71 mm/yr) recorded since 1889.
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Site 3: Helsinki, finland

Observed relative sea level at Helsinki, Finland, January 1879 – December 2019 (blue dots and 
purple line). If the observed change rate continues, the relative sea level at Helsinki (in relation to 
land) will have dropped about 18 cm by year 2100, compared to now. In the diagram the blue line 
indicates the modelled sea level change 2020-2100 for Helsinki, using the moderate SSP2-4.5   
scenario. According to IPCC, the relative sea level (in relation to land) at Helsinki will have in-
creased about 22 cm by year 2100, compared to now. A marked change from relative sea level 
decrease to increase predicted to begin around 2020, in contrast to the steady sea level decrease 
(about -2.22 mm/yr) recorded since 1879.
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Site 4: Copenhagen, denmark

Observed relative sea level at Copenhagen, Denmark, January 1889 – December 2017 (blue dots 
and purple line). Denmark was near the margin of the European Ice Sheet during the last glacial 
maximum, and the observed relative sea level change rate is therefore positive, although small. 
If the observed change rate continues, the relative sea level at Copenhagen (in relation to land) 
will have increased by about 4.6 cm by year 2100, compared to now. In the diagram the blue line 
indicates the modelled sea level change 2020-2100 for Copenhagen, using the moderate SSP2-4.5 
scenario. According to IPCC, the relative sea level (in relation to land) at Copenhagen will have 
increased about 45 cm by year 2100, compared to now. A marked change in the relative sea level 
increase is predicted to begin around 2020, in contrast to the previous slow sea level increase 
recorded since 1889.
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Reflections

The step change in relative sea level for all four sites at year 2020 visually appear unrealistic and 
suggests that the modelled data was not tested appropriately against the measured relative sea 
level data before publication. This is surprising, as the modelled sea level projections for different 
SSP�scenarios�are�calculated�relative�to�a�baseline�defined�by�observations�1995-2014,�for�each�
station. The modellers must therefore have inspected the observed data.

According to the most recent (2021) publication of the IPCC’s work, the 6th Assessment Report 
from Working Group I, human activities are estimated to have caused approximately 1.0°C of glob-
al warming above pre-industrial levels, with a likely range of 0.8°C to 1.2°C (Summary for Policy-
makers, A.1.3). Consequently, according to the IPCC, most or all of the warming experienced since 
about�1850�is�due�to�man’s�activities.�This�IPCC�finding�is�remarkable,�as�it�downgrades�the�effect�
of natural climatic variations to nearly zero since 1850.

It�is�therefore�extremely�surprising�that�the�modelled�effect�of�this�should�first�appear�in�2020�as�
a rather marked step change in the relative sea level. Had the modellers instead modelled their 
sea�level�data�from�an�earlier�date,�e.g.,�1950,�which�would�have�been�entirely�possible,�the�conflict�
between measured and modelled data would immediately have become apparent. Usually, model 
improvements�would�then�have�been�initiated�as�the�next�scientific�step.�It�is�highly�disappointing�
that such a simple quality- or sanity check apparently was never requested or performed by the 
IPCC.

A study of several of the modelled sea level data demonstrates that major geoid changes in regions 
around Greenland are expected to take place in the future. This indicates a modelled substantial 
future reduction of the Greenland Ice Sheet. Summer temperature is a main control on the annual 
mass loss from glaciers, and winter precipitation is a main control on the annual accumulation 
of mass. The annual net mass balance is the numerical difference between these two numbers 
for any glacier and determines if the glacier is increasing or decreasing in volume. Erroneous or 
unrealistic input data for future air temperature and precipitation over Greenland therefor remain 
a main suspect for the unrealistic sea level modelling published recently by IPCC (the 6th Assess-
ment Report from Working Group I).

Presumably,�the�startling�recent�IPCC�finding�that�most�or�all�of�the�warming�experienced�since�
about 1850 is due to man’s activities, may have led to modelling of an unrealistic large future air 
temperature increase. Such erroneous input data may explain the above-described error in sea 
level�modelling.�The�fundamental�IPCC�finding�of�no�significant�influence�of�natural�variations�
since about 1850 should therefore be reconsidered. 

For coastal planning, as usual, observations from traditional tide gauges remain the main data 
source to consider for planners and policymakers.
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Hiding the good news  
on hurricanes and floods
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Whenever an extreme weather event causes death and destruction, 
climate change becomes the culprit. The simple message always is 
“the climate is getting more extreme”. But is that the case? The IPCC 
must answer such questions in a scientific and impartial way. Here we 
investigate whether the IPCC in their AR6 report succeeded in that 
task. The short answer is “no”. Although deep inside the WG1 report the 
IPCC acknowledges some rather good news about extremes – i.e., that 
hurricanes and floods have not gotten worse – that good news is not 
communicated clearly to the policy makers and the media. In the WG2 
report things got worse, and the IPCC even contradicts some of its own 
WG1 claims. The IPCC needs to do a much better job.

E
ver since hurricane Katrina hit New Orleans in 2005 and caused tremendous damage 
and deaths, climate change has been linked to extreme weather events. So, whenever a 
flood,�drought,�heatwave�or�hurricane�occurs,�scientists�and�the�media�quickly�blame�
anthropogenic climate change for being the cause of it. Nowadays, there is even a sub 
discipline,�called�event�attribution,�that�deals�with�the�question�whether�a�specific�
extreme�event,�like�the�terrible�floods�in�Pakistan�in�2022,�have�been�caused�by�our�
emissions of CO2. That is a dangerous question from a political and legal perspective, 

since countries that suffer loss and damage from an extreme event can consider claiming compen-
sation from developed countries. Their idea is that rich countries have emitted most manmade 
CO2 and are therefore to blame for the loss in more vulnerable developing nations. A huge fund for 
so-called “Loss and Damage” is now being negotiated at the yearly COP-meetings.1

So, given the importance of extreme events for the people who endured them, as well as for 
political, legal, and economic reasons, it is quite important for the IPCC to get the science about 
this ‘right’. In this chapter we analyse what the IPCC has written about trends in extreme events. 
We�compare�what�is�written�in�the�main�WG1�and�WG2�reports�and�how�this�is�reflected�in�the�
Summary for Policy Makers (SPM).

Pielke Jr.’s Assessment

Only days after the WG1 report was published in August 2021, the well-known US scientist Roger 
Pielke�Jr�summarised�its�finding�with�respect�to�extreme�weather�events�in�a�long�post�on�his�
personal website.2 Pielke is very familiar with the literature about extreme events but was not in-
volved in this (or any) IPCC report. He produced a table that is very revealing about what the IPCC 
had to say about all kinds of extreme weather, see table 1.

The IPCC uses ‘detection’ and ‘attribution’ as a framework to analyse trends in climate. Detection 
means�that�on�climatic�time�scales�a�statistically�significant�change�in�some�parameter�has�been�
‘detected’. The next step is to identify a ‘cause’ for that change, which in practice often means 
‘greenhouse gases’, as these are the climate forcings assumed to dominate the total forcings by the 
IPCC.

1 https://unfccc.int/news/cop27-reaches-breakthrough-agreement-on-new-loss-and-damage-fund-for-vulnerable-countries 
2 https://rogerpielkejr.substack.com/p/how-to-understand-the-new-ipcc-report-1e3

about:blank
about:blank
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As�shown�in�figure�1,�according�to�the�IPCC,�greenhouse�gases�have�contributed�most�to�an�in-
crease in radiative forcing since 1750. Changes in the sun have contributed close to nothing (for a 
different perspective about that see our chapter 6). The IPCC then attributes the detected trend to 
these anthropogenic forcings. 

Figure 1: Reproduction of figure 7.6 from the Wg1 report showing the change in radiative forcing since 1750.3 

So, it’s no surprise to see that, in the table provided by Pielke, the detected trends are also at-
tributed by the IPCC to greenhouse forcing. However, what is most remarkable, and goes against 
most of the media coverage of extreme weather, is that for most extreme weather phenomena, no 
trend�is�detected.�This�is�true�for�flooding,�drought�(meteorological�or�hydrological),�tropical�cy-
clones (in the Atlantic called hurricanes), winter storms, thunderstorms, tornadoes, hail, lightning, 
or extreme winds (so, storms of any type).

3  https://www.ipcc.ch/report/ar6/wg1/figures/chapter-7/figure-7-6

Table 1: Summary by Roger Pielke jr of the aR6 Wg1 report detection and attribution  
findings for different extreme weather phenomena. 

DETECTION ATTRIBUTION

heat waves yes yes

heavy precipitation yes yes

flooding no no

meteorological drought no no

hydrological drought no no

ecological drought yes yes

agricultural drought yes yes

tropical cyclones no no

winter storms no no

thunderstorms no no

tornadoes no no

hail no no

lightning no no

extreme winds no no

fire weather yes yes
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Damage Trends

Globally,�most�damage�by�far�(around�90%)�from�extreme�weather�is�due�to�floods�and�tropical�
cyclones. So, Pielke’s table, based on the WG1 report, is truly good news. The most damaging 
extremes,�hurricanes,�floods�and�(weather-related)�droughts�have�not�changed�on�climatic�time�
scales. The earth has warmed by slightly more than one degree Celsius, the CO2 concentration has 
gone up, but the most dramatic extreme weather events have not (yet) changed.

The IPCC did not provide a handy table like Pielke did in his blog post. They provided written 
evidence of the lack of trends, in chapter 11 of the WG1 report. We are not going to discuss all of 
them, but here are some examples from the chapter.

They�claim�an�attributable�trend�in�extreme�precipitation�but�not�in�flooding.�Here�are�the�relevant�
sections (our bold):

The frequency and intensity of heavy precipitation events have increased over a majority 
of�land�regions�with�good�observational�coverage�since�1950�(high�confidence,�Box�TS.6,�Table�
TS.2).�Human�influence�is�likely�the�main�driver�of�this�change�(Table�TS.2).�[TS�page�84]
However, heavier rainfall does not always lead to greater flooding.�This�is�because�flooding�
also depends upon the type of river basin, the surface landscape, the extent and duration of the 
rainfall, and how wet the ground is before the rainfall event (FAQ 8.2, Figure 1). [Page 1155]
There�is�low�confidence�about�peak�flow�trends�over�past�decades�on�the�global�scale�[Page�1568]
In summary there is low confidence in the human influence on the changes in high river 
flows on the global scale. [Page 1569]

Citing�these�sentences�Pielke�commented�on�twitter:�“So�don’t�claim�floods�are�increasing;�Don’t�
say they are “climate driven”.”4

Tropical cyclones

Next, we look at hurricanes (or tropical cyclones, TC):

There�is�low�confidence�in�most�reported�long-term�(multi-decadal�to�centennial)�trends�in�
TC frequency- or intensity-based metrics due to changes in the technology used to collect the 
best-track data. [Page 1585]

Figure 2: Number of uS landfalling hurricanes and major hurricanes between 1900 and 2021. updated graph from Klotzbach (2018)5

4 https://twitter.com/RogerPielkejr/status/1424735415576104965
5 Klotzbach, Philip j., et al. “Continental uS hurricane landfall frequency and associated damage: Observations and future risks.” Bulletin of 

the American Meteorological Society 99.7 (2018): 1359-1376.
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Pielke commented on the denigrating remark by the IPCC about the best-track data:

The denigration of the TC “best track” dataset is bizarre. The dataset is the highest quality 
available on tropical cyclones around the world and widely used in research. It’d be a shame 
if the IPCC process were to have been used to promote certain work by denigrating the widely 
recognized best available data.

The IPCC decided not to show a graph in this section of the report, but here is a very relevant one, 
showing landfalling (major) hurricanes in the US. It shows that if anything there is a small de-
creasing trend. These graphs have been published in a peer reviewed paper by Phil Klotzbach in 
2018 and are shown here in an updated version. The paper is not mentioned in the WG1 report. 

This lack of trend in US landfalling hurricanes is important information, because they alone make 
up 60% of the global historical damage due to extreme weather events.6

Strangely, the IPCC decided to say nothing about trends in global tropical cyclone (TC) landfalls, 
although this 2012 paper, “Historical Global Tropical Cyclone Landfalls”, by Weinkle et al. seems 
highly relevant.7 That paper was co-authored by Roger Pielke Jr and Ryan Maue and concluded: 
“The�analysis�does�not�indicate�significant�long-period�global�or�individual�basin�trends�in�the�
frequency or intensity of landfalling TCs of minor or major hurricane strength.” 

That paper showed this graph:

Figure 3: reproduction of figure 2 from Weinkle et al. (2012) showing global total and major hurricane landfalls. 

Ryan Maue frequently updates this dataset on his website.8 Here is the latest one: 

Figure 4: global hurricane frequency. On top all hurricanes, at the bottom major hurricanes. Source: Ryan maue

6 mohleji, S., & Pielke jr, R. (2014). Reconciliation of trends in global and regional economic losses from weather events: 1980–2008. Natu-
ral Hazards Review, 15(4), 04014009.

7 Weinkle, j., maue, R., & Pielke, R. P., jr (2012). Historical global tropical cyclone landfalls. journal of Climate, 25(13), 4729–4735. https://
doi. org/10.1175/jcli-d-11-00719.1

8 https://climatlas.com/tropical/ 
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Clearly neither all nor major hurricanes show an up or down trend. There is large variability from 
year to year and from decade to decade. The calendar year with most hurricanes was 59 in 1992 
and the least was 38 in 2009. The number of major hurricanes peaked in 2015 with 38 and the 
least occurred in 1981 with 15.

Now with these graphs the picture is quite clear that nothing unusual is going on with tropical 
cyclones. 

Nevertheless, the IPCC manages to conclude this in their report (our bold):

In summary, there is mounting evidence that a variety of TC characteristics have changed 
over various time periods. It is likely that the global proportion of Category 3–5 tropical cy-
clone�instances�and�the�frequency�of�rapid�intensification�events�have�increased�globally�over�
the past 40 years. [Page 1587]

That paragraph is confusing to say the least, especially without showing the graphs included 
herein. Pielke commented on twitter that using the latest forty years can also be misleading, as the 
1970s and early 1980s were periods with relatively low tropical cyclone activity.

Figure 5: global tropical cyclone landfalls since 1970. based on Weinkle et al. 2012. Source: Pielke jr9

In�figure�5�we�see�a�trend�up�and�it�is�tempting�to�think�it�is�due�to�anthropogenic�climate�change.�
A truly global picture is missing before 1970, but there is good data for the North Atlantic and the 
Western�Pacific,�and�those�two�areas�account�for�about�70%�of�the�global�landfalls.�The�data�for�
these two basins goes back to 1945:

Figure 6: tropical cyclone landfalls in the North atlantic and Western Pacific since 1945. Source: Pielke jr

9 https://rogerpielkejr.substack.com/p/a-remarkable-decline-in-landfalling
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Suddenly the upward trend that we saw from the 1970s is changed to a downward trend for all 
hurricanes and no trend for major hurricanes. It clearly shows one should be careful drawing 
conclusions from shorter periods of time. 

Drought

Next�is�drought.�In�AR6�the�IPCC�changed�its�definitions�of�drought�(AR5�just�talked�about�
drought) and now distinguishes meteorological and hydrological drought (no trends) from eco-
logical and agricultural droughts (trend detected).10 Agricultural and ecological drought is related 
with�abnormal�soil�moisture�deficit�(combination�of�precipitation�deficit�and�excess�evapotranspi-
ration),�meteorological�drought�with�precipitation�deficits�and�hydrological�drought�with�stream-
flow�deficit.

Here are some of the key conclusions:

On hydrological drought:

There�is�still�limited�evidence�and�thus�low�confidence�in�assessing�these�trends�at�the�scale�of�
single regions, with few exceptions [Page 1578]

On meteorological drought:

The�regional�evidence�on�attribution�for�single�AR6�regions�generally�shows�low�confidence�for�a�
human contribution to observed trends in meteorological droughts at regional scale [Page 1579]

On agricultural and ecological drought:

In�summary,�human�influence�has�contributed�to�increases�in�agricultural�and�ecological�droughts�
in�the�dry�season�in�some�regions�due�to�increases�in�evapotranspiration�(medium�confidence).

So, based on the AR6 WG1 report you cannot simply state that drought in general is increasing. 

Extreme hot days and heatwaves

AR6�is�most�confident�about�trends�in�hot�days�and�heatwaves�(our�bold):

In summary, it is virtually certain that there has been an increase in the number of warm days 
and nights and a decrease in the number of cold days and nights on the global scale since 1950. 
Both the coldest extremes and hottest extremes display increasing temperatures. It is very like-
ly that these changes have also occurred at the regional scale in Europe, Australasia, Asia, and 
North America. It is virtually certain that there has been increases in the intensity and 
duration of heatwaves and in the number of heatwave days at the global scale.

It is noteworthy though that they use 1950 as a reference year. It is well-known that at least in the 
US, the 1930s were the hottest. Here is a graph for the US:

10 Here is a footnote from the Technical Summary explaining the differences: “agricultural and ecological drought (depending on the affect-
ed biome): a period with abnormal soil moisture deficit, which results from combined shortage of precipitation and excess evapotranspi-
ration, and during the growing season impinges on crop production or ecosystem function in general (see annex VII: glossary). Observed 
changes in meteorological droughts (precipitation deficits) and hydrological droughts (streamflow deficits) are distinct from those in 
agricultural and ecological droughts and are addressed in the underlying aR6 material (Chapter 11).”
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Figure 7: This figure shows the annual values of the u.S. Heat Wave Index from 1895 to 2021. These data cover the contiguous 48 
states. an index value of 0.2 (for example) could mean that 20 percent of the country experienced one heat wave, 10 percent of the 
country experienced two heat waves, or some other combination of frequency and area resulted in this value. Source: EPa11

AR6 WG1 Summary for Policy Makers

So, even if we take IPCC at face value and accept that some extremes (heatwaves, extreme pre-
cipitation, ecological and agricultural drought are increasing in frequency), the more impactful 
extremes�(in�terms�of�damage�and�deaths)�such�as�flooding�and�tropical�cyclones�are�not.�This�is�
good news. We are now going to see how the Summary for Policy Makers, arguably the most im-
portant�part�of�the�report,�reflects�these�findings.

First let’s look at tropical cyclones, as these, especially those landfalling in the US, dominate global 
disaster damages.

Human-induced climate change is already affecting many weather and climate extremes in 
every region across the globe. Evidence of observed changes in extremes such as heatwaves, 
heavy precipitation, droughts, and tropical cyclones, and, in particular, their attribution to 
human influence, has strengthened since AR5. [AR6, SPM, A.3; Page 8]

Now this statement is highly misleading if not simply wrong. IPCC is simply hiding the fact that 
the frequency and intensity of tropical cyclones has not increased. It even claims the opposite, an 
observed�‘change’�in�tropical�cyclones,�that�can�be�attributed�to�human�influence�(i.e.,�the�emission�
of greenhouse gases). 

Point A.3.4 of the SPM goes into more detail (our bold):

It is likely that the global proportion of major (Category 3–5) tropical cyclone occurrence 
has increased over the last four decades, and it is very likely that the latitude where tropical 
cyclones�in�the�western�North�Pacific�reach�their�peak�intensity�has�shifted�northward;�these�
changes�cannot�be�explained�by�internal�variability�alone�(medium�confidence).�There is low 
confidence in long-term (multi-decadal to centennial) trends in the frequency of all-cat-
egory tropical cyclones. Event attribution studies and physical understanding indicate that 
human-induced climate change increases heavy precipitation associated with tropical cyclones 
(high�confidence),�but�data�limitations�inhibit�clear�detection�of�past�trends�on�the�global�scale.

Their main claim is that the global proportion of major tropical cyclone occurrence is increas-
ing,�i.e.,�that�there�is�a�shift�towards�more�powerful�hurricanes.�As�can�be�seen�from�figure�4�this�
might be the case. The total number of hurricanes seems to be decreasing a bit while the number 
of major hurricanes is going up and down without a clear trend. Given the large year-to-year and 
decade-to-decade variability and the short timespan (40 years), drawing conclusions such as the 

11 https://www.epa.gov/climate-indicators/climate-change-indicators-heat-waves#%20
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one from the IPCC seems far-fetched. At least they acknowledge in this paragraph the lack of trend 
in the frequency of tropical cyclones.

Ryan Maue published data on another metric, the so-called ACE, Accumulated Cyclone Energy. It is 
a measure of the total energy involved in tropical cyclones. If the proportion of major hurricanes 
increase, one would also expect an increase in the ACE. Here is the graph:

Figure 8: last 50-years+ of global and Northern Hemisphere accumulated Cyclone Energy: 24 month running sums. Note that the 
year indicated represents the value of aCE through the previous 24-months for the Northern Hemisphere (bottom line/gray boxes) 
and the entire global (top line/blue boxes). The area in between represents the Southern Hemisphere total aCE. Source: Ryan maue12

Again, we see large year-to-year and decade-to-decade variability but no clear trend. In summary, 
the IPCC is hiding good news about tropical cyclones.

Floods

There�is�a�statement�about�compound�flooding�in�the�SPM�but�not�about�the�lack�of�trends�in�flood-
ing in general. Remember, this is what the full report said: “In summary there is low confidence in 
the human influence on the changes in high river flows on the global scale.” [Page 1569]

A statement like this is not highlighted in the SPM. It does mention this though (our bold):

Human�influence�has�likely�increased�the�chance�of�compound�extreme�events13 since the 
1950s. This includes increases in the frequency of concurrent heatwaves and droughts on the 
global�scale�(high�confidence),�fire�weather�in�some�regions�of�all�inhabited�continents�(medi-
um�confidence),�and�compound flooding�in�some�locations�(medium�confidence).

We can therefore conclude that the two most important extreme events (from the perspective of 
damage) are not fairly covered in the SPM. 

Now let’s see if and how the IPCC treats heatwaves. They write:

It is virtually certain that hot extremes (including heatwaves) have become more frequent and 
more intense across most land regions since the 1950s, while cold extremes (including cold 
waves)�have�become�less�frequent�and�less�severe,�with�high�confidence�that�human-induced�
climate change is the main driver of these changes. Some recent hot extremes observed over 
the�past�decade�would�have�been�extremely�unlikely�to�occur�without�human�influence�on�the�
climate system. [A.3.1]

12 https://climatlas.com/tropical/
13  Compound extreme events are the combination of multiple drivers and/or hazards that contribute to societal or environmental risk 

(glossary). Examples are concurrent heatwaves and droughts, compound flooding (e.g., a storm surge in combination with extreme 
rainfall and/or river flow), compound fire weather conditions (i.e., a combination of hot, dry and windy conditions), or concurrent 
extremes at different locations.
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On droughts:

Human-induced climate change has contributed to increases in agricultural and ecological 
droughts�in�some�regions�due�to�increased�land�evapotranspiration�(medium�confidence).�[A.3.2]

They mention an increase in agricultural and ecological drought, but not the lack of a trend in 
hydrological and meteorological droughts.

WG1 Report

In general the WG1 report did a reasonably good job in describing trends in extreme weather 
events. However, the IPCC seems to be extremely focused on bad news and ignores good news. 
It tries hard to make the connection between climate change and more extreme weather. Deep 
inside the report it acknowledges (though grudgingly) that most extremes have not changed, such 
as�flooding,�drought�(meteorological�or�hydrological),�tropical�cyclones,�winter�storms,�thunder-
storms, tornadoes, hail, lightning or extreme winds. So, there is a lot of good news available in the 
report, but one really has to look for it. The good news is not highlighted in the summary of the 
chapter, let alone in the Summary for Policy Makers. And did you ever hear an IPCC contributing 
scientist�publicly�acknowledge�that�there�is�no�trend�in�tropical�cyclones�and�flooding?�

WG2 report

The WG2 report was published nine months after the WG1 report. So, the authors of the WG2 re-
port knew what was inside the WG1 report. WG2 covers the impacts of climate change so logically 
trends in extremes are also important in that part of the report. Let’s focus on some of the most 
important�extreme�weather�events,�tropical�cyclones,�flooding�and�drought.�

First, here is what WG2 has to say about tropical cyclones (our bold):

Adverse impacts from tropical cyclones, with related losses and damages, have increased 
due to sea level rise and the increase in heavy precipitation�(medium�confidence).�[SPM,�
page 9]

And

Some extreme weather events are increasing in frequency and (or) severity as a result of cli-
mate�change�(Seneviratne�et�al.,�2021)�(high�confidence).�These�include�extreme�rainfall�events�
(Roxy et al., 2017; Myhre et al., 2019; Tabari, 2020); extreme and prolonged heat leading to 
catastrophic�fires�(Bowman�et�al.,�2017;�Krikken�et�al.,�2019;�van�Oldenborgh�et�al.,�2020);�and�
more frequent and stronger cyclones/hurricanes and resulting extreme rainfall (Griego 
et al., 2020). These extreme events, coupled with high vulnerability and exposure in many 
parts of the world, turn into disasters and affect millions of people every year. [Page 588]

This�is�opposite�of�what�the�WG1�report�said,�namely�“[t]here�is�low�confidence�in�most�reported�
long-term (multi-decadal to centennial) trends in TC frequency- or intensity-based metrics”. 

Instead of simply citing WG1 the WG2 claim of more frequent and intense hurricanes/cyclones 
goes to the paper Griego et al. (2020)14, which has no analysis of hurricane/cyclone frequency or 
intensity.

WG2�is�also�claiming�that�floods�are�getting�worse�(our�bold):

Extreme weather events causing highly impactful floods and droughts have become more 
likely and (or) more severe due to anthropogenic climate change�(high�confidence).�{4.2.4,�
4.2.5, Cross-Chapter Box DISASTER in Chapter 4} [executive summary chapter 4, page 555]

14  griego, a.l., a.b. flores, T.W. Collins and S.E. grineski, 2020: Social vulnerability, disaster assistance, and recovery: a population-based 
study of Hurricane Harvey in greater Houston, Texas. Int. j. disaster Risk Reduct., 51, 101766, doi:10.1016/j.ijdrr.2020.101766.
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Remember�what�WG1�said,�“there�is�low�confidence�about�human�influence�on�the�changes�in�high�
river�flows�on�the�global�scale.”�[page�1569]

Here is something about drought (our bold):

Anthropogenic climate change has contributed to the increased likelihood and severity 
of the impact of droughts (especially agricultural and hydrological droughts) in many 
regions�(high�confidence).�[executive�summary�chapter�4,�page�555]

The�WG1�report�said�human�influence�on�agricultural�and�ecological�drought�but�no�trends�in�
hydrological�and�meteorological�drought.�So�again,�there�is�a�conflict�between�WG1�and�WG2.�

Conclusions

If and to what extent extreme weather is changing is a very important question. This question 
has dominated political debates around climate change. It is therefore extremely important that 
the IPCC, which is, or should be, politically neutral, gets the science about this right. Here we 
have shown that in general the WG1 report did a reasonably fair job, except for the Summary for 
Policy Makers. However, the chapter about extremes (chapter 11) had a lot of good news to offer 
(no�trends�in�hurricanes�and�flooding),�but�the�IPCC�failed�to�emphasize�these�results,�both�in�the�
summary of the chapter and in the Summary for Policy Makers. 

Policy makers therefore cannot be blamed for being unaware of the good news about recent 
changes�in�extreme�weather,�in�particular,�that�the�most�impactful�events�(like�hurricanes,�floods,�
and hydrological and meteorological droughts) have not increased. We also show that global 
disaster losses normalised for GDP have not increased and that climate-related deaths have 
decreased in other chapters. These facts paint a far less bleak picture of climate change than the 
doom and gloom seen in the latest IPCC reports.

In WG2 things really get worse, the IPCC even contradicts many its own claims from the WG1 re-
port. In 2010 several errors were discovered in the 2007 AR4 report. Those errors ultimately led 
to an investigation by the InterAcademy Councel (IAC).15 The IAC recommended many changes to 
improve the IPCC process. The bias and errors we have laid bare in this chapter and the chapters 
about disaster losses and climate-related deaths show that rather than improving, the IPCC, and 
especially the WG2 report, have deteriorated. It is more focused on advocacy than on a compre-
hensive, neutral science assessment.

15  Climate Change assessments, Review of the Processes & Procedures of the IPCC (interacademies.org)
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Economic losses caused by extreme weather are rising. Most of the 
scientific literature shows, however, that this increase is mostly due to 
increasing population and wealth. After normalising the data, evidence 
that anthropogenic climate change is contributing to the damage is 
non-existent. This is good news, but the IPCC completely ignored this 
literature for unknown reasons and instead comes to a cherry-picked 
alarmist result. 

W
henever�a�storm,�flood�or�heat�wave�strikes,�media�reports�quickly�blame�
anthropogenic climate change for the disaster. So, an important question 
is whether extremes and economic losses due to those extremes are in-
creasing. These questions of course have received a lot of attention in the 
scientific�literature.�In�this�chapter�we�address�whether�economic�losses�
due�to�climate�related�disasters�(hurricanes,�floods,�droughts,�wildfires�
etc.) have increased.

During the past century the global population increased spectacularly from 2 billion to 8 billion 
people. So, we have a lot more people who can be hit by natural disasters. Potentially this is an 
explosive situation: if we have more extreme weather that is more severe, and it hits more people, 
we naturally expect more damage and more loss of life. 

It is also quite easy to understand that if more people live in a hurricane prone area like Florida, 
then more people will suffer damage from hurricane events. So, each new hurricane will probably 
cause more damage since there are more houses and buildings and they are more expensive. Since 
1998 scientists have developed methods to adjust for changes in population, economic growth 
(GDP), as well as adaption through more strict building codes etc.1 The method is called ‘normali-
sation’ of disaster losses and can be used to check for trends in weather extremes. After all, if there 
is an increasing trend in, let’s say hurricanes, the record of disaster losses, after correcting for 
societal developments, should also show an increase.

Normalisation of damage

Since�the�first�paper�on�normalisation�in�1998�dozens�of�papers�have�been�published�in�the�
scientific�literature.�One�of�the�central�scientists�involved�in�this�discipline,�and�the�author�of�the�
first�paper�in�1998,�is�Roger�Pielke�Jr,�professor�at�the�University�of�Colorado�in�Boulder.�In�2020�
Pielke decided to review the ‘normalisation’ literature that has appeared between 1998 and 2020. 
The resulting paper was published in the journal Environmental Hazards.2 The publication of this 
paper was rather timely. The IPCC was working on the second part of its sixth assessment report 
about “Impacts, Adaptation and Vulnerability”. But before we delve into that very extensive report 
let’s summarise what Pielke said in his review paper. Here is the full abstract with some sentences 
highlighted by us in bold:

ABSTRACT
Nowadays, following every weather disaster quickly follow estimates of economic loss. Quick 
blame for those losses, or some part, often is placed on claims of more frequent or 
intense weather events. However, understanding what role changes in climate may have 

1 Pielke, R. a., & landsea, C. W. (1998). Normalized hurricane damages in the united States: 1925–95. Weather and forecasting, 13(3), 
621–631. https://doi.org/10.1175/1520-0434(1998)0132.0.CO;2

2 Pielke jr., R. (2021): Economic ‘normalisation’ of disaster losses 1998–2020: a literature review and assessment. Environmental Hazards, 
20 (2). doi: 10.1080/17477891.2020.1800440
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Table 1: Normalisation papers reviewed in Pielke 2020.

Study (ordered by  
date of publication) Phenomenon (region)

Detection 
claimed to be 
achieved?

Trend 
direction

Attribution 
claimed to be 
achieved?

Period  
(italics = 
<3 years)

STUDIES FOCUSED ON SPECIFIC PHENOMENA
Tropical cyclones

martinez (2020) united States No n/a No 1900–2018
grinsted et al. (2019) united States yes Increase yes 1900–2018
Chen et al. (2018) China No n/a No 1983–2015
ye and fang (2018) China yes decrease No 1985–2010
Weinkle et al. (2018) united States No n/a No 1900–2017
Klotzbach et al. (2018) united States No n/a No 1900–2016
fischer et al. (2015) China No n/a No 1984–2013
Estrada et al. (2015) united States yes Increase No 1900–2005
bouwer and Wouter botzen (2011) united States No n/a No 1900–2005
Nordhaus (2010) united States yes Increase No 1900–2005
Zhang et al. (2009) China No n/a No 1983–2006
Schmidt et al. (2009) united States No n/a No 1950–2005
Pielke et al. (2008) united States No n/a No 1900–2005
Pielke et al. (2003) latin america and Caribbean No n/a No 1944–1999
Raghavan and Rajesh (2003) India No n/a No 1977–1998
Collins and lowe (2001) united States No n/a No 1900–1999
Pielke and landsea(1998) united States No n/a No 1926–1995

Floods
du et al. (2019) China yes decrease No 1990–2017
Paprotny et al. (2018) Europe No n/a No 1870–2016
Wei et al. (2018) China yes decrease No 2000–2015
fang et al. (2018) China (yangtze River) yes decrease No 1998–2014
Perez-morales et al. (2018) Spain No n/a No 1975–2013
Stevens et al. (2016) united Kingdom No n/a No 1884–2013
barredo et al. (2012) Spain No n/a No 1971–2008
Hilker et al. (2009) Switzerland No n/a No 1972–2007
Chang et al. (2009) Korea No Increase No 1971–2005
barredo (2009) Europe No n/a No 1970–2006
downton et al. (2005) united States yes decrease No 1926–2000
fengqing et al. (2005) China No n/a No 1950–2001
Pielke and downton (2000) united States No n/a No 1932–1997

Extratropical storms
andres and badoux (2019) Switzerland No n/a No 1972–2016
Stucki et al. (2014) Switzerland No n/a No 1859–2011
barredo (2010) Europe No n/a No 1970–2008

Tornadoes
Simmons et al. (2013) united States No n/a No 1950–2011
brooks and doswell (2001) united States No n/a No 1890–1999
boruff et al. (2003) united States No n/a No 1900–2000

Convective storms
Sander et al. (2013) united States yes Increase No 1970–2009

Wildfire
Crompton et al. (2010) australia No n/a No 1925–2009

Study (ordered by  
date of publication)

Region (location &  
phenomena)

Detection 
claimed to be 
achieved?

Trend 
direction

Attribution 
claimed to be 
achieved

Period  
(italics = 
<3 years)

STUDIES FOCUSED ON PARTICULAR REGIONS
Region

Choi et al. (2019) Korea (weather) yes decrease No 1965–2015
Reyes and Elias (2019) united States (crop loss) yes mixed No 2001–2016
mcaneney et al. (2019) australia (weather) No n/a No 1966–2017
Paul and Sharif (2018) Texas (hydrometeorological) No n/a No 1960–2016
bahinipati and Venktachalam (2016) India (weather) No n/a No 1972–2009
Zhou et al. (2013) China(natural disasters) No n/a No 1990–2011
Crompton and mcaneney (2008) australia (weather) No n/a No 1967–2006
Choi and fisher (2003) united States (weather) No n/a No 1951–1997

World
Pielke (2019) all disasters & weather only yes decrease No 1990–2017
Watts et al. (2019) all disasters No n/a No 1990–2016
daniell et al. (2018) multi-hazard yes decrease No 1950–2015
mohleji and Pielke (2014) all-weather related No n/a No 1980–2008
Neumayer and barthel (2011) all-weather related No n/a No 1980–2008
Visser et al. (2014) all-weather related No n/a No 1980–2010
miller et al. (2008) all-weather related No n/a No 1950–2005 
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played in increasing weather-related disaster losses is challenging because, in addition 
to changes in climate, society also undergoes dramatic change. Increasing development 
and�wealth�influence�exposure�and�vulnerability�to�loss�–�typically�increasing�exposure�while�
reducing�vulnerability.�In�recent�decades�a�scientific�literature�has�emerged�that�seeks�to�adjust�
historical�economic�damage�from�extreme�weather�to�remove�the�influences�of�societal�change�
from economic loss time series to estimate what losses past extreme events would cause under 
present-day societal conditions. In regions with broad exposure to loss, an unbiased econom-
ic normalisation will exhibit trends consistent with corresponding climatological trends in 
related extreme events, providing an independent check on normalisation results. This paper 
reviews 54 normalisation studies published 1998–2020 and finds little evidence to sup-
port claims that any part of the overall increase in global economic losses documented 
on climate time scales is attributable to human-caused changes in climate, reinforcing 
conclusions of recent assessments of the Intergovernmental Panel on Climate Change.

The abstract is rather clear: there is an increase in economic losses, but after the data have been 
‘normalised’ for societal factors there is little evidence that anthropogenic climate change is a fac-
tor in the increase. This is in line with the conclusions of earlier IPCC reports. The paper analyses 
54 studies dealing with different extreme weather events in different regions of the world. The 
paper provides a table showing all the studies. See table 1.

The�IPCC�uses�a�two-step�process�to�analyse�climate�change�and�its�impacts.�The�first�question�
is whether a statistical change in some climate phenomenon has been ‘detected’. If so, then the 
next question is whether such a trend can be ‘attributed’ to anthropogenic climate change. If both 
questions are answered with ‘yes’, then the IPCC concludes that the human emissions of green-
house gases have ‘caused’ the observed change. The table in Pielke 2020 notes several detected 
trends.�The�paper�explains�that�eight�of�those�trends�are�decreasing,�five�are�increasing�and�one�
study�finds�mixed�trends.�However,�of�all�53�weather�related�studies�(one�deals�with�earthquakes)�
only one (Grinsted 2019) claims there is an increasing trend in disaster losses that is attributable 
to anthropogenic climate change.3 That paper deals with hurricane losses in America since 1900, 
a topic that has been studied extensively in the literature. Two more papers (Estrada 2015 and 
Nordhaus 20104) claim there is an increase in normalised losses due to landfalling hurricanes 
in the US although they don’t attribute these trends to anthropogenic climate change. However, 
seven other papers described in the Pielke review paper conclude there is no trend in normalised 
US hurricane losses. So which conclusion is the right one or the more likely one?

Landfalling hurricanes

In such cases it can be helpful to look at the climate records. For the US there is a good record of 
landfalling hurricanes since 1900. If there is an upward trend in hurricanes, it is more likely that 
there is also an upward trend in normalised losses. 

Figure 1 shows there is no long-term increase in landfalling US hurricanes, either for all hurri-
canes or just for the major hurricanes. Both trends are slightly down. Surprisingly, these graphs, 
although they have been published in peer reviewed papers, have never been published in any of 
the 47 IPCC reports. This is surprising given the importance of US landfalling hurricanes for global 
disaster losses. Ninety percent of global disaster losses are due to global hurricanes (or cyclones) 
and�floods.�And�60%�of�global�disaster�losses�are�due�to�damage�caused�by�US�hurricanes.�The�
reason for this is that so many prosperous people live in hurricane prone States like Florida.

3 grinsted, a., ditlevsen, P., & Christensen, j. H. (2019). Normalized uS hurricane damage estimates using area of total destruction, 
1900−2018. Proceedings of the National academy of Sciences, 116(48), 23942–23946. https://doi.org/10.1073/pnas.1912277116

4 Estrada, f., botzen, W. W., & Tol, R. S. (2015). Economic losses from uS hurricanes consistent with an influence from climate change. 
Nature geoscience, 8(11), 880–884. https://doi.org/10.1038/ ngeo2560 and Nordhaus, W. d. (2010). The economics of hurricanes and 
implications of global warming. Climate Change Economics, 1(01), 1–20. https://doi.org/10.1142/S2010007810000054



155 12 EXTREmE VIEWS ON dISaSTERS SubjECT TO fINal EdITINg

Figure 1: Number of uS landfalling hurricanes and major hurricanes between 1900 and 2021. updated graph from Klotzbach 20185

So, the lack of a trend in hurricanes means that an unbiased normalisation of hurricane losses 
should also show no increase. This makes it more likely that the seven studies showing no trends 
in normalised US hurricane losses are correct. Pielke 2020 mentions another paper by Bouw-
er and Botzen (2011)6�that�concluded�that�Nordhaus�2010�did�not�sufficiently�adjust�for�local�
increases in exposure (e.g., more people and therefore more houses that can be hit). Pielke (2020) 
also explains how the three papers by Nordhaus, Estrada and Grinsted severely underestimate 
the historic damage done by the 1926 Miami hurricane when compared to other well accepted 
estimates.�So�these�studies�underestimate�historic�losses,�causing�an�artificial�increase�in�damage�
over time, even though the frequency of hurricanes has not changed since 1900.

Earlier IPCC reports

Pielke�(2020)�cites�one�of�the�conclusions�of�Bouwer�and�Botzen�2011:�‘Our�finding�is�important�
and indicates that climate change has not resulted in an increase in hurricane damage in the USA 
in the past.’ Pielke then notes that his conclusions and those of Bouwer and Botzen are in line with 
several IPCC assessments reports. A key paragraph in Pielke (2020) is cited below (our bold):

Taken together, the results of these studies reinforce and provide much stronger support for 
the 2014 conclusions of the IPCC that ‘economic growth, including greater concentrations 
of people and wealth in periled areas and rising insurance penetration, is the most im-
portant driver of increasing losses’ and ‘loss trends have not been conclusively attribut-
ed to anthropogenic climate change’ (IPCC, 2014).

The 2014 IPCC assessment reinforced the conclusions of the IPCC (2012) special report on 
extreme events, providing even stronger evidence: ‘There is medium evidence and high agree-
ment that long-term trends in normalised losses have not been attributed to natural or 
anthropogenic climate change’ and ‘Increasing exposure of people and economic assets 
has been the major cause of long-term increases in economic losses from weather- and 
climate-related disasters�(high�confidence)’�(IPCC,�2014).

Pielke�(2020)�is�further�confirmation�of�conclusions�already�drawn�in�earlier�papers�and�in�sever-
al IPCC assessments reports. Yes, economic losses due to climate related disasters are increasing, 
but they do so because there are more people around who can suffer from damage. After you have 
‘normalised’ the data for economic and social development there is no trend left to be attributed 
to anthropogenic climate change.

5 Klotzbach, Philip j., et al. „Continental uS hurricane landfall frequency and associated damage: Observations and future risks.“ Bulletin of 
the American Meteorological Society 99.7 (2018): 1359-1376.

6 bouwer, l. m., & Wouter botzen, W. j. (2011). How sensitive are uS hurricane damages to climate? Comment on a paper by Wd Nordhaus. 
Climate Change Economics, 2(01), 1–7. https://doi.org/ 10.1142/S2010007811000188
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Global weather losses

Another paper published by Pielke (in 2019) presents a graph with global estimates of normalised 
disaster losses.7 Such estimates are relevant in the context of the UN Sustainable Development 
Goals (SDG). One of the SDG’s state the following sub goal:

By�2030,�significantly�reduce�the�number�of�deaths�and�the�number�of�people�affected�and�
substantially decrease the direct economic losses relative to global gross domestic product 
caused by disasters, including water-related disasters, with a focus on protecting the poor and 
people in vulnerable situations.

This is a reasonable goal. The economy is allowed to grow but we try to decrease disaster losses 
relative to this growth. The paper shows how we are doing so far in this respect. Below is an up-
dated�figure�from�that�paper:

Figure 2: Normalised global disaster losses as a percentage of global gdP. Source: updated from Pielke (2019), from Pielke’s website 
here.8

The trend since 1990 is also down, from about 0.25% of the global GDP in 1990 to now 0.20%. 
Note that the global economy in this period doubled. So, in absolute numbers the losses increased, 
but not as a percentage of the GDP. That is also good news.

Working Group 2 report

Now it is time to have a look at the second part of the AR6 report (Working Group 2 report, WG2) 
titled Climate Change 2022: Impacts, Adaptation and Vulnerability.9 Just like the Working Group 1 
report it is a huge report, covering 3068 pages. It was published on 28 February 2022. The report 
deals with “impacts” and of course there is no bigger impact than a disaster caused by extreme 
weather. So, terms like “disasters” (598), “loss” (3504), “damage” (1464), “mortality” (1345) and 
“vulnerability” (3568) are used extensively throughout the report. But let’s focus on the “disas-
ter losses” that we have discussed so far in this chapter. That term is surprisingly used only four 
times.

Here is what the Summary for Policy Makers has to say about “losses” (our bold):

Human-induced climate change, including more frequent and intense extreme events, 
has caused widespread adverse impacts and related losses and damages to nature and 
people, beyond natural climate variability. Some development and adaptation efforts have 
reduced vulnerability. Across sectors and regions, the most vulnerable people and systems 
are observed to be disproportionately affected. The rise in weather and climate extremes has 

7 Pielke, R. (2019). Tracking progress on the economic costs of disasters under the indicators of the sustainable development goals. Envi-
ronmental Hazards, 18(1), 1–6. https://doi.org/10.1080/ 17477891.2018.1540343

8 https://rogerpielkejr.substack.com/p/weather-and-climate-disaster-losses
9 IPCC aR6, Wg2, 2022. https://www.ipcc.ch/report/ar6/wg2/
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led to some irreversible impacts as natural and human systems are pushed beyond their 
ability to adapt.�(high�confidence)

This�is�the�sort�of�language�that�policy�makers�apparently�must�understand.�The�first�sentence� 
in bold actually contains a pleonasm. The terms “human-induced climate change” and “beyond 
natural climate variability” have a similar meaning. The IPCC is saying here that the observed 
changes are not natural anymore, i.e. they are caused by greenhouse gases. Which changes?  
Well, at least more frequent and intense extreme events. These events cause “losses and damages”, 
but be careful, they don’t claim there is a global increase in “losses and damages”. 

In chapter 1 there is a section (1.4.4.2) titled “Emerging Importance of Loss and Damage”.  
On page 171 it has this to say about losses (our bold):

There is increasing evidence of economic and non-economic losses due to climate extremes 
and slow onset events under observed increases in global temperatures (Section 8.3.4; Coro-
nese et al., 2019; Grinsted et al., 2019; Kahn et al., 2019)

A rather strange sentence if you read it carefully. And look at the references. Grinsted et al (2019) 
is the only paper out of the 54 studies on normalised losses that Pielke (2020) discussed, that 
claims there is an increase in losses that is attributable to greenhouse gases. What about the other 
papers? Kahn (2019)10 is not about losses due to extremes but about future economic impacts 
of climate change in general, so it is irrelevant for the discussion about disaster losses. Coronese 
(2019)11 is titled “Evidence for sharp increase in the economic damages of extreme natural disas-
ters”. As the title clearly indicates, the paper claims a rise in losses due to disasters. Pielke (per-
sonal communication) explains that the analysis in Coronese ‘forgot’ to correct for underreporting 
of disasters before 2000. Pielke: “It is a horrible paper. They take the EM-DAT database from 1960 
without accounting for the fact that it is only complete from 2000.“ 

The following graph was posted on twitter that clearly shows the underreporting before 2000:

Figure 3: The missing data in the CREd Em-daT database before 2000. Source: Pielke (twitter)12

So, this short paragraph in chapter 1 of the AR6 WG2 report looks like a severe form of cherry 
picking. It claims an increase in disaster losses without considering the full range of peer-re-
viewed literature on the subject.

10 Kahn, m., et al., 2019: long-Term macroeconomic Effects of Climate Change: a Cross-Country analysis. doi:10.3386/w26167
11 Coronese, m., et al., 2019: Evidence for sharp increase in the economic damages of extreme natural disasters. Proc. Natl. acad. Sci., 

116(43), 21450, doi:10.1073/pnas.1907826116.
12 https://twitter.com/RogerPielkejr/status/1591001971221475328
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AR6, Pielke Jr., and Normalisation

Let’s simply look for the Pielke (2020) review paper in the full report. It is mentioned zero times. 
The term ‘normalisation’ is mentioned only once but not in the context of disaster losses. Maybe 
as a verb? So, we look for “normalised” and “normalized”. Finally, a few relevant hits pop up. The 
most interesting paragraph is this one (our bold):

Over the last decades, losses due to natural disasters including those from events re-
lated to extreme weather have strongly increased (Mechler and Bouwer, 2015). There is a 
need for better assessment of global adaptation costs, funding and investment (Micale et al., 
2018).�Potential�synergies�between�international�finance�for�disaster�risk�management�(DRM)�
and adaptation have not yet been fully realised. Research has almost exclusively focused on 
normalising losses for changes in exposure, but not for vulnerability, which is a major 
gap, given the dynamic nature of vulnerability (Mechler and Bouwer, 201513).

This�is�the�final�paragraph�of�Chapter�2�(page�318),�a�chapter�that�deals�with�“Terrestrial�and�
Freshwater Ecosystems and Their Services”. Here they claim that research has almost exclusively 
focused on “normalising losses for changes in exposure”, but then the IPCC, whose task it is to 
assess the available literature, completely ignores all the published papers about "normalised 
losses". 

Looking deeper and deeper in the report we found two more cases where (normalised) losses 
were mentioned. The chapter about North America has this to say on the page about economic 
losses due to hurricanes:

Studies of US hurricanes since 1900 have found increasing economic losses that are consistent 
with�an�influence�from�climate�change�(Estrada�et�al.,�2015;�Grinsted�et�al.,�2019),�although�
another study found no increase (Weinkle et al., 2018).

Remember, these studies were all discussed in the Pielke (2020) review article. At least the IPCC 
acknowledges here that there is one other study (Weinkle (2018)) that found no increase. Roger 
Pielke Jr was co-author of that study. But this is all the IPCC had to say about it, also giving the im-
pression that more studies claim an increase than no increase, while the review article by Pielke 
gives good reasons why Estrada (2015) and Grinsted (2019) should be dismissed. 

The other short mention (page 1626) of a normalised losses study is that by McAneney (2019), a 
study that is also discussed in the Pielke review paper (our bold): 

However, there is no trend in normalised losses because the rising insurance costs are 
being driven by more people living in vulnerable locations with more to lose (McAneney et al., 
2019). 

So, it is fair to say that the whole literature about normalising economic losses is completely 
ignored by the IPCC. This raises a lot of questions of course. How could this happen? Who decided 
to do this? Why didn’t reviewers protest? These questions are beyond the scope of this chapter, in 
which we merely document the failure of the IPCC to cite relevant literature about disaster losses.

AR6 misrepresents Mechler and Bouwer

There are two names though that pop up frequently in the IPCC WG2 report with respect to this 
topic. Those are the names Reinhard Mechler and Laurens Bouwer. They both published exten-
sively in the literature on the topic of loss and damage. Mechler, who works in Austria for the 
International Institute for Applied Systems Analysis (IIASA), was a lead author of chapter 17 
(Decision-Making Options for Managing Risk) and a drafting contributing author of the Summary 

13 mechler, R. and l. m. bouwer, 2015: understanding trends and projections of disaster losses and climate change: is vulnerability the 
missing link? Climatic Change, 133(1), 23–35.
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for Policy Makers. Laurens Bouwer (a Dutchman working in Hamburg) was a contributing author 
of chapter 17. They both co-edited a 2019 book titled Loss and damage from climate change.14 The 
AR6 WG2 report frequently cites this book and both Mechler and Bouwer wrote a chapter for it. 

The name “Mechler” is mentioned 113 times in the WG2 report and “Bouwer” more than 40 times. 
The chapter in the book Loss and damage from climate change by Bouwer is most relevant for our 
current discussion on disaster losses. Here is a fragment from its abstract (our bold):

Studies into drivers of losses from extreme weather show that increasing exposure is the most 
important driver through increasing population and capital assets. Residual losses (after 
risk reduction and adaptation) from extreme weather have not yet been attributed to 
anthropogenic climate change. For the Loss and Damage debate, this implies that overall 
it will remain difficult to attribute this type of losses to greenhouse gas emissions.

This paragraph is fully in line with earlier work by Bouwer, it is also in line with the Pielke 2020 
review paper (in which the work of Bouwer is also cited, see our table 1), and with earlier IPCC 
assessments. Bouwer mentions the work of Pielke extensively in his chapter in the book. However, 
this important and relevant conclusion of the book “Loss and damage from climate change” was 
not mentioned in the AR6 WG2 report. 

Instead, the chapter by Bouwer was mentioned in the following ways:

A further increase in the frequency and/or intensity of water-related extremes (Section 4.4) 
will also increase consequent risks and associated losses and damages (Section 4.5), primarily 
for exposed and vulnerable communities globally (Bouwer, 2019). 
(Chapter 4, page 652)

And

Cascading and compounding risks arise from multiple climate hazards coinciding to produce 
impacts, for example, in mountainous regions, where the combination of glacier recession and 
extreme rainfall result in landslides (Martha et al., 2015). There is robust evidence that this 
effect has been observed around slow- and rapid-onset climate events related to drought (i.e., 
rising temperatures, heatwaves and rainfall scarcity), with devastating consequences for agri-
culture (Vogt et al., 2018; Bouwer, 2019).
(Chapter 8, page 1178)

Bouwer was not involved in these chapters so it is very possible that he was not even aware of 
how his work was used in those chapters. These two paragraphs, by the way, are not represen-
tative of the full chapter by Bouwer. Bouwer also presents a table (his table 3.2) similar to our 
Table 1. His table was also ignored by the IPCC.

Our analysis matches with that of Steven Koonin in his bestseller book Unsettled.15 On page 183, 
Koonin observes (our bold): 

It’s clear that media, politicians, and often the assessment reports themselves blatantly misrep-
resent what the science says about climate and catastrophes. Those failures indict the scien-
tists who write and too casually review the reports, the reporters who uncritically repeat them, 
the�editors�who�allow�that�to�happen,�the�activists�and�their�organizations�who�fan�the�fires�of�
alarm, and the experts whose public silence endorses the deception. The constant repeti-
tion of these and many other climate fallacies turns them into accepted “truths.”

Here we have also documented clear shortcomings in the assessment and scientists who can know 
about this, like Mechler and Bouwer, have remained silent.

14 mechler, R., et al., 2019: loss and damage from climate change: concepts, methods and policy options. Springer Nature, berlin Heidel-
berg

15 unsettled: What Climate Science Tells us, What It doesn't, and Why It matters, Steven E. Koonin, 2021
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Conclusions

The IPCC works according to a set of principles.16 The most important one is this (our bold):

The role of the IPCC is to assess on a comprehensive, objective, open and transparent basis 
the�scientific,�technical�and�socio-economic�information�relevant�to�understanding�the�scientif-
ic basis of risk of human-induced climate change, its potential impacts and options for adapta-
tion and mitigation. IPCC reports should be neutral with respect to policy, although they may 
need�to�deal�objectively�with�scientific,�technical�and�socio-economic�factors�relevant�to�the�
application of particular policies. 

Here we have documented that, with respect to the literature on disaster losses, the latest AR6 
WG2 report was neither comprehensive, open and transparent (it ignored most of the published 
literature on the topic), nor objective (it cherry picked the few studies that claimed an increase of 
losses due to greenhouse gases while the majority of the published studies show the opposite, no 
increasing trend after normalisation of the data). This is very poor performance by the IPCC.

In 2010 there was a lot of criticism of the IPCC after several errors were discovered, mainly in 
the fourth (2007) WG2 report. A well-known error at the time was the claim that the Himalayan 
glaciers would be gone in 2035, a claim which turned out to be based on a popular science article 
in New Scientist. The exposed errors led to an international investigation into the procedures of 
the IPCC by the InterAcademy Council.17 The IAC Review stated upfront that the main conclusions 
of the IPCC were not questioned. 

The most relevant part of the IAC Review is the following section on page 17-18 (our bold):

Handling the full range of views
An assessment is intended to arrive at a judgment of a topic, such as the best estimate of 
changes�in�average�global�surface�temperature�over�a�specified�time�frame�and�its�impacts�
on the water cycle. Although all reasonable points of view should be considered, they need 
not be given equal weight or even described fully in an assessment report. Which alternative 
viewpoints warrant mention is a matter of professional judgment. Therefore, Coordinating 
Lead�Authors�and�Lead�Authors�have�considerable�influence�over�which�viewpoints�will�be�
discussed in the process. Having author teams with diverse viewpoints is the first step 
toward ensuring that a full range of thoughtful views are considered.

Equally important is combating confirmation bias—the tendency of authors to place too 
much weight on their own views relative to other views (Jonas et al., 2001). As pointed out 
to the Committee by a presenter and some questionnaire respondents, alternative views are 
not always cited in a chapter if the Lead Authors do not agree with them. Getting the balance 
right is an ongoing struggle. However, concrete steps could also be taken. For example, chap-
ters could include references to all papers that were considered by the authoring team and 
describe the authors’ rationale for arriving at their conclusions.

It is evident that if a scientist such as Roger Pielke Jr would have been involved in the production 
of this WG2 report, the clear bias with regards to the normalisation of disaster losses would not 
have taken place. We asked Pielke Jr if he was ever asked to contribute to an IPCC report. He wrote 
back that a senior US IPCC contributor had once told him that “he would never be involved in 
IPCC”.

If the IAC—12 years after their review—were asked to do another review and they took the treat-
ment of “disaster losses” in the WG2 report as a test case, they would conclude that the IPCC didn’t 

16 https://www.ipcc.ch/site/assets/uploads/2018/09/ipcc-principles.pdf
17 Climate change assessments, review of the processes and procedures of the IPCC, IaC Review, 2010 (The report is surprisingly hard to 

find online nowadays. The IPCC doesn’t seem to have it archived although a preprint can be found here: https://www.ipcc.ch/site/assets/
uploads/2018/03/doc07_p32_report_IaC.pdf)
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implement their recommendations. They would also conclude that the more recent reports have 
made far more consequential errors than those that led to their 2010 review.
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Say goodbye to  
climate hell, 
welcome  
climate heaven
BY MARCEL CROK
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“We are on a highway to climate hell”, said UN-boss Guterres recently. 
But an in depth look at mortality data shows that climate-related deaths 
are at an all-time low. Well-known economist Bjorn Lomborg published 
this excellent news in a 2020 peer-reviewed paper, but the IPCC, again, 
chose to ignore it.

“W
e are on a highway to climate hell with our foot on the accelerator”, 
said UN Secretary-General Antonio Guterres during his speech to 
delegates of the COP27 conference in Egypt.1 “A climate hell”, what 
would that mean? It can’t be a good thing for sure. When global 
leaders talk about climate change, by which they mean anthropo-
genic climate change, they are using ever stronger and stronger 
language. A climate hell must mean death and destruction.

In the former chapter about disaster losses, we have documented how the IPCC failed to report 
honestly about disaster losses as it relates to greenhouse gases. The underlying literature is nearly 
unequivocal, after normalising the data for GDP there is no trend left in economic losses due to 
climate disasters. Apparently, the IPCC didn’t want to bring this ‘good news’ to its readership.

Bjorn Lomborg

In this short chapter we will have a look at climate-related deaths. Before we look into the IPCC 
AR6�WG2�report,�we�again�start�with�an�interesting�scientific�paper�that�covers�this�topic.�It�is�by�
Bjorn Lomborg, a very well-known economist in the public and political arena, and the founder 
of the Copenhagen Consensus Center. In 2020 Lomborg published the paper “Welfare in the 21st 
century: Increasing development, reducing inequality, the impact of climate change” part of which 
discusses climate-related deaths.2�The�key�graph�is�figure�17�in�his�paper,�reproduced�here�as�our�
figure�1:

Figure 1: Climate and non-climate-related deaths and death risks from disasters 1920–2018, averaged over decades. data comes 
from Em-daT (2019), using floods, droughts, storms, wildfire, and extreme temperatures for climate-related deaths, and earthquakes, 
tsunamis, and volcanos for non-climate-related deaths. Source: lomborg (2020).

1 https://www.youtube.com/watch?v=T4bpyjcflVo
2 bjorn lomborg, Welfare in the 21st century: Increasing development, reducing inequality, the impact of climate change, and the cost of 

climate policies, Technological forecasting and Social Change, Volume 156, 2020, 119981, ISSN 0040-1625,  
https://doi.org/10.1016/j.techfore.2020.119981.
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On the left absolute numbers of deaths (averaged over decades) are shown, in blue for climate or 
weather-related�disasters�(such�as�floods,�hurricanes�and�droughts)�and�in�red�for�non-climate-re-
lated disasters such as earthquakes, tsunamis and volcanos. The steep decline of the blue line is 
remarkable (a 96% decrease), even more so if you realise that the world population increased 
from two to eight billion over the period. So even when extreme weather didn’t increase, which 
the�IPCC�itself�admits�is�true�for�hurricanes,�floods�and�meteorological�and�hydrological�droughts�
(see chapter 11) one would expect that more people would lead to more weather-related deaths. 
The opposite is the case. Around 1920 around half a million people died yearly due to extreme 
weather events. Droughts were especially deadly. In the past decade this declined to 20.000 on av-
erage and the past few years these numbers were even lower, around 6000 per year.3 To put such 
numbers in perspective, yearly 1.2 million people die due to road injuries, more than 750,000 
people die from suicide, more than 400,000 from homicide, and 237,000 people drown.4 Extreme 
weather in that respect is a minor risk.

In relative terms the numbers are even more spectacular. Risk of death due to extreme weather 
has declined 99% over the past century.

Climate heaven

How is this possible? This is far from Guterres’ climate hell, it is more a ‘climate heaven’. Lomborg 
himself has this to say about these trends (our bold):

It is to be expected that it is much harder to avoid death from non-climate-related disasters, 
since these are mostly earthquakes that are hard to predict. Hence, only better building stan-
dards can help. However, the large reduction in climate-related deaths from disasters shows 
a dramatic increase in climate resilience, likely mostly brought about by higher living 
standards, a reduction in poverty, improvement in warning systems, and an increase in 
global trade, making especially droughts less likely to turn into widespread famines.

Lomborg�finishes�that�section�of�his�paper�with�the�following�observation�(our�bold):

Fig. 17 shows that we are now much less vulnerable to climate impacts than at any time 
in the last 100 years. It is possible that climate change has made impacts worse over the last 
century�(although�the�discussion�on�floods,�droughts,�wildfire,�and�hurricanes�suggests�this�
is not the case), but resiliency from higher living standards has entirely swamped any 
potential climate impact.

These are important observations, based on data from a well-known database (EM-DAT) and pub-
lished in a peer reviewed paper in 2020. Let’s now move on to the WG2 report and see how the 
IPCC reported on climate-related deaths.

A�first�search�for�the�term�“climate-related�death”�gives�zero�results�as�does�“Lomborg”.�So,�his�paper�
is not mentioned. The term “deaths” gives a lot of hits (298) as does “mortality” (1345). We can’t 
discuss them all of course but let’s look at some claims in the Summary for Policy Makers (our bold):

Widespread, pervasive impacts to ecosystems, people, settlements, and infrastructure have 
resulted from observed increases in the frequency and intensity of climate and weather ex-
tremes, including hot extremes on land and in the ocean, heavy precipitation events, drought 
and�fire�weather�(high�confidence).�Increasingly�since�AR5,�these�observed�impacts�have�been�
attributed to human-induced climate change particularly through increased frequency and 
severity of extreme events. These include increased heat-related human mortality (medi-

3 lomborg is frequently updating figure 1 on his social media accounts like linkedin, see e.g.: https://www.linkedin.com/feed/
update/urn:li:activity:7028351713191342082?updateEntityurn=urn%3ali%3afs_feedupdate%3a%28V2%2Curn%3ali%3aactivi-
ty%3a7028351713191342082%29

4 https://ourworldindata.org/causes-of-death
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um�confidence),�warm-water�coral�bleaching�and�mortality�(high�confidence),�and�increased�
drought-related�tree�mortality�(high�confidence).�[B.1.1]

And:

Climate�change�has�adversely�affected�physical�health�of�people�globally�(very�high�confidence)�
and�mental�health�of�people�in�the�assessed�regions�(very�high�confidence).�Climate�change�
impacts on health are mediated through natural and human systems, including economic and 
social�conditions�and�disruptions�(high�confidence).�In�all�regions�extreme�heat�events�have�
resulted in human mortality�and�morbidity�(very�high�confidence).�[B.1.4]

And:

Between 2010–2020, human mortality from floods, droughts and storms was 15 times 
higher in highly vulnerable regions, compared to regions with very low vulnerability (high 
confidence).�[B.2.4]

And:

Climate�change�and�related�extreme�events�will�significantly�increase�ill�health�and�premature 
deaths�from�the�near-�to�long-term�(high�confidence).�[B.4.4]

EM-DAT database

So, there are all kinds of claims that climate change is leading to or will lead to more deaths.  
But what about the EM-DAT database and the fact that those data suggest a strong decrease in 
climate-related deaths? EM-DAT is mentioned only 7 times in AR6. The IPCC does show data  
from�EM-DAT.�Here�is�the�figure:

Figure 2: reproduction of figure TS.7(C) of the Wg2 aR6 report (p 77), showing relative mortality per hazard on different continents 
for the period 2010-2020.

They only show the average mortality per hazard for the period 2010-2020, and the pie charts 
are quite odd. Heat-related deaths dominate in Europe. However, in Africa, South America and the 
Small Island states, there are no heat-related deaths at all. How (un)likely is that? Their message is 
fair: less developed continents are more vulnerable to extreme events than richer continents.
However,�the�IPCC�fails�to�mention�or�reproduce�the�very�important�peer-reviewed�figure�from�
Bjorn Lomborg based on the same EM-DAT database. We learn more from what the IPCC leaves 
out, than from what it includes. 

Average mortality per hazard event is indicated by size of pie charts. The slice of pie chart shows absolute number of deaths from a particular hazard   

(c) Average mortality per hazard event per region between 2010 and 2020: 

StormFlood Drought Wild FiresHeat

North America EuropeAustralasiaAsia* South &
Central America

Small IslandAfrica

The large size of the pie chart and the strong representation of heat waves is caused by the signi�cant number of deaths from a single event in a single 
country. This single extreme outlier affected the overall average mortality per event in Asia. 

*
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However, somehow the good news did slip into the report, on page 2435 (of 3068!) the IPCC men-
tions a paper by Formetta and Feijen which has the revealing title Empirical evidence of declining 
global vulnerability to climate-related hazards (our bold):5 

Formetta and Feyen (2019) demonstrate declining global all-cause mortality and eco-
nomic loss due to extreme weather events over the past four decades, with the greatest 
reductions in low-income countries, and with reductions correlated with wealth.

The research for this paper was funded by the European Commission and therefore coming from 
an unsuspected source. Here are the highlights mentioned at the top of the paper (our bold):

Highlights
•� We�quantified�the�dynamics�of�socio-economic�vulnerability�to�climate-related�hazards.
• A decreasing trend in both human and economic vulnerability is evident.
• Global average mortality and loss rates have dropped by 6.5 and nearly 5 times, re-

spectively, from 1980 to 1989 to 2007–2016.
• Results also show a clear negative relation between vulnerability and wealth.

This is, as far as we know, the only place in the report where the IPCC reveals the good news about 
global mortality due to climate-related events. However, these important results didn’t make it 
into the Summary for Policy Makers (SPM) or the Technical Summary (TS) of the WG2 report, let 
alone the press release or headline statements. 

So again, the IPCC is ignoring a key paper (by Bjorn Lomborg in this case), that shows very good 
news about the decreasing impact on humans from extreme weather. It fails to bring this good 
news, either in the full report or in the Summary for Policy Makers. As a result, policy makers get 
an overly negative picture of climate change and its impacts on humans. There is no excuse for 
this. The IPCC is aware of the EM-DAT database and Bjorn Lomborg is one of the most visible pub-
lic voices about climate. The IPCC deliberately chose to ignore this good news.

Looking at disaster losses and climate-related deaths the IPCC could have easily repeated its con-
clusions from the AR5 WG2 report (chapter 10, executive summary)(our bold):

For most economic sectors, the impact of climate change will be small relative to the 
impacts of other drivers (medium evidence, high agreement). Changes in population, age, 
income, technology, relative prices, lifestyle, regulation, governance, and many other aspects of 
socioeconomic development will have an impact on the supply and demand of economic goods 
and�services�that�is�large�relative�to�the�impact�of�climate�change.�{10.10}

5 giuseppe formetta, luc feyen, Empirical evidence of declining global vulnerability to climate-related hazards, global Environmental 
Change, Volume 57, 2019, 101920, ISSN 0959-3780, https://doi.org/10.1016/j.gloenvcha.2019.05.004.
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It has been over two years since Marcel and I began working on this 
book. In that time, we learned a great deal from the IPCC and the writers 
and reviewers of the chapters herein. We find it notable that this is a 
review of the sixth major IPCC Report on climate change in the thirty-two 
years since the first IPCC report was published in March 1990. In total the 
IPCC has produced 47 reports1 and either spent or caused many billions 
of dollars2 to be spent since March 1990.

a
ll these reports attempted to convince the public, news media, and politicians 
that their “CO2 control knob”3 hypothesis is correct. This hypothesis concludes 
that observed climate change is caused by mankind and their emissions of key 
non-condensing greenhouse gases, mainly CO2, which they claim regulate the 
“planetary temperature, with water vapor concentrations as a feedback.”4

The current CO2 control knob hypothesis has its origins in the 1960s and 1970s 
and culminated in the U.S. National Research Council’s “Charney Report” in 1979.5 

Arguably, as you can see in this volume, the uncertainty regarding the effect of additional CO2 and 
other non-condensing greenhouse gases is just as uncertain as it was in 1979. This lack of mea-
surable progress after 43 years is a sign that the hypothesis is missing a major component and/
or process. Have the IPCC developed “tunnel vision?” Are they so devoted to their hypothesis they 
are�missing�the�obvious?�Scientists�sometimes�suffer�from�confirmation�bias�and�cannot�see�the�
weaknesses in their hypotheses.

The AR6 report reveals that they have ignored the very important multi-decadal ocean oscillations 
discovered in the 1990s and 2000s6 long after the IPCC had focused exclusively on anthropogenic 
causes. These ocean oscillations, collectively, have a large effect on our climate, but are unrelat-
ed to “non-condensing greenhouse gases.” AR6 states that “there has been negligible long-term 
influence�from�solar�activity�and�volcanoes,”7�and�acknowledges�no�other�natural�influence�on�
multidecadal climate change despite the recent discoveries, a true case of tunnel vision.

We�were�promised�IPCC�reports�that�would�objectively�report�on�the�peer-reviewed��scientific�
literature,�yet�we�find�numerous�examples�where�important�research�was�ignored.�In�Ross�
 McKitrick’s chapter on the “hot spot,” he lists many important papers that are not even mentioned 
in AR6. Marcel gives examples where unreasonable emissions scenarios are used to frighten the 
public in his chapter on scenarios, and examples of bias and hiding good news in his chapters on 
extreme weather and snowfall. Nicola Scafetta and Fritz Vahrenholt document that over 100 pa-
pers showing solar activity correlates with climate change have been ignored by the IPCC. Numer-
ous other examples are documented in other chapters. These deliberate omissions and distortions 
of the truth do not speak well for the IPCC, reform of the institution is desperately needed. 

1 https://www.ipcc.ch/reports/
2 https://www.heritage.org/environment/commentary/follow-the-climate-change-money
3 (lacis, et al. 2010 & 2013) and (aR6, page 179). 
4 aR6, page 179.
5 (Charney, et al., 1979)
6 (Vinós, 2022) and (Wyatt & Curry, 2014)
7 aR6, page 67.



171 EPIlOguE SubjECT TO fINal EdITINg

Perhaps this is why, after 47 reports and 32 years, they have yet to convince a majority of the 
people on Earth,8 or in the United States,9 that manmade climate change is our most important 
and serious societal problem. Other problems are always considered more important and urgent. 
In a 2018 Pew Research poll10 climate change ranked 18th, of 19 issues in importance, in a similar 
2014 poll,11 climate change ranked 14th in a list of priorities. A 2022 poll by the Pew Research 
Center12 also found climate change ranked 14th. In the UN My World 2015 Report, a poll of 10 
million people around the world, climate change ranked last of 16 issues in importance. Minds are 
not being changed.

Are�we�at�a�fork�in�the�road?�Will�the�United�Nations,�the�IPCC,�and�politicians�finally�realize�that�
their 50-year-old hypothesis is out of date and incorporate the new natural warming forces dis-
covered in the past thirty years into their work and projections? In the past the IPCC has fought off 
attempts to independently review their work.13 It is unfortunate, but the IPCC has an opaque pro-
cess for choosing their lead authors and contributing authors, the very people who choose what is 
included and what is ignored in each report. As one of our authors, Ross McKitrick has written:

“The [IPCC] Bureau has, effectively, a free hand in picking Coordinating Lead Authors, Lead 
Authors and Contributing Authors of the report. 

Past Lead Author selections have been criticized by other Lead Authors as being overly domi-
nated by political considerations. 

Coupled�with�the�deficiencies�in�the�peer�review�process,�this�opens�up�the�possibility�that�the�
IPCC Bureau can pre-determine the conclusions of the report by its selection of Lead Au-
thors.”14

Any like-minded group, with inadequate infusions of new blood, runs the risk of becoming fossil-
ized in their thinking. Independent, open, honest, and transparent peer-review is essential to good 
science. There are indications that this is not happening in the IPCC. Ray Bates, a long-time expert 
reviewer of major IPCC reports is particularly critical of the IPCC review process.15 Bates points 
out that very eminent scientists, such as Prof. Aksel Wiin-Nielsen, have been excluded from IPCC 
leadership because they would not “toe the party line.”

After every major IPCC report, the same complaints surface over and over again. The choice of 
lead authors and authors is “arbitrary,”16 the IPCC’s own procedures are often not followed.17 Yet, 
time and again, nothing changes. Improper political interference during the second IPCC report 
was widely criticized when a past president of the United States National Academy of Sciences, 
Frederick Seitz, called the report a “Major Deception on Global Warming.”18 The third report 
included the deceptive and incorrect “Hockey Stick,”19�a�flaw�repeated in AR6. The fourth report 

8 https://news.gallup.com/opinion/gallup/321635/world-risk-poll-reveals-global-threat-climate-change.aspx, also see the uN my World 
2015 report (http://about.myworld2030.org/my-world-2015/)

9 https://www.washingtonpost.com/politics/2022/10/10/half-voters-say-climate-change-is-important-midterms-poll-finds/
10 https://www.investors.com/politics/columnists/global-warming-polls-priorities/
11 https://news.gallup.com/poll/167843/climate-change-not-top-worry.aspx
12 https://www.pewresearch.org/politics/2022/02/16/publics-top-priority-for-2022-strengthening-the-nations-economy/
13 https://climateaudit.org/2011/06/18/ipcc-sabotages-an-interacademy-recommendation/
14 (mcKitrick, 2011)
15 (bates, 2020)
16 Interacademy Council, 2010, Climate change assessments, Review of the processes and procedures of the IPCC,  

link: http://intleval.cipa.cornell.edu/simulation/Climate%20Change%20assessments,%20Review%20of%20the%20Processes% 
20&%20Procedures%20of%20the%20IPCC.pdf

17 mcKitrick, Ross, 2010, “Submission to the Inter-academy Council Independent Review of the Policies and Procedures of the Intergovern-
mental Panel on Climate Change.” link: http://www.rossmckitrick.com/uploads/4/8/0/8/4808045/iac.ross_mckitrick.pdf

18 may, andy, 2020, Politics and Climate Change: A History, page 234, link: https://www.amazon.com/POlITICS-ClImaTE-CHaNgE- 
aNdy-may-ebook/dp/b08ljSbVbC/ref=sr_1_3?crid=gjluTQV2ymKQ&keywords=Politics+and+Climate+Change&qid= 
1674065419&sprefix=politics+and+climate+change%2Caps%2C87&sr=8-3 and in the Wall Street Journal, june 12, 1996.

19 montford, andrew, 2010, The Hockey Stick Illusion, link: https://www.amazon.com/Hockey-Stick-Illusion-W-montford/dp/0957313527/
ref=sr_1_1?crid=1CbSl88079dOV&keywords=The+Hockey+Stick+Illusion&qid=1674065645&sprefix=the+hockey 
+stick+illusion%2Caps%2C88&sr=8-1

https://news.gallup.com/opinion/gallup/321635/world-risk-poll-reveals-global-threat-climate-change.aspx
https://www.amazon.com/POLITICS-CLIMATE-CHANGE-ANDY-MAY-ebook/dp/B08LJSBVBC/ref=sr_1_3?crid=GJLUTQV2YMKQ&keywords=Politics+and+Climate+Change&qid=1674065419&sprefix=politics+and+climate+change%2Caps%2C87&sr=8-3
https://www.amazon.com/POLITICS-CLIMATE-CHANGE-ANDY-MAY-ebook/dp/B08LJSBVBC/ref=sr_1_3?crid=GJLUTQV2YMKQ&keywords=Politics+and+Climate+Change&qid=1674065419&sprefix=politics+and+climate+change%2Caps%2C87&sr=8-3
https://www.amazon.com/POLITICS-CLIMATE-CHANGE-ANDY-MAY-ebook/dp/B08LJSBVBC/ref=sr_1_3?crid=GJLUTQV2YMKQ&keywords=Politics+and+Climate+Change&qid=1674065419&sprefix=politics+and+climate+change%2Caps%2C87&sr=8-3
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resulted in the critical InterAcademy Council report,20�and�so�on.�AR6�repeats�past�flaws�and�is,�in�
many ways, worse than the previous reports.

All the chapters in this volume have been independently peer-reviewed. All reviewer comments 
have been carefully considered and dealt with appropriately. This is not to say that all the authors 
and peer-reviewers agree on every point, disagreements among us remain in some cases, but we 
all had an opportunity to freely and openly debate our views. Consider this volume an indepen-
dent assessment of the most important parts of AR6, an assessment that, unfortunately, was not 
done within the IPCC.
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